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1-Month Al Course- Ebook

Syllabus Covered (Beginner Level)

Target: Beginners/new learners

Objective: Understand Al basics, real-life applications, and hands-on with basic Al tools.

Week 1: Introduction to Al

e What is Al? History & Evolution
o Types of Al: Narrow, General, Super Al
o Applications of Al (Healthcare, Finance, Education, etc.)

e Introduction to Machine Learning & Deep Learning

Week 2: Python for Al

e Basics of Python Programming
e Numpy, Pandas for data handling

e Matplotlib, Seaborn for visualization

Week 3: Basics of Machine Learning

e Supervised vs Unsupervised Learning
e Regression and Classification basics

e Hands-on with Scikit-learn

Week 4: Mini Project & Tools

e Build a basic ML model (e.g., spam detector or house price predictor)
e Introduction to ChatGPT & Al tools like Teachable Machine

e Final Project
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Week- 1

Introduction to Al

What is Artificial Intelligence (Al)?

Avrtificial Intelligence (Al) is a branch of computer science that focuses on creating machines or software that can think, learn,
and make decisions like humans.

Definition-1
Acrtificial Intelligence (Al) is the ability of machines or computer programs to perform tasks that normally require human
intelligence, such as understanding language, recognizing images, solving problems and learning from experience.

Definition-2
Acrtificial Intelligence (Al) is a branch of computer science focused on creating systems and algorithms that can perceive their
environment, process information, make decisions and improve their performance through learning and adaptation.

In Simple Words:

Al = Making machines intelligent What is Artificial
It means enabling machines to: Intelligence (A|)7

e  Solve problems Thinking mﬁn:gg

e Understand language

o Recognize objects or faces

e Learn from experience

e  Make decisions automatically

Common Examples of Al: .
Machines

Learning learning to Image
e Google Assistant / Siri / Alexa — VVoice commands ;hi"k 'ik:*» Recognition
. . Vi umans:
e YouTube / Netflix — Content recommendations Crantivty Fioklem

Understanding
e  Self-Driving Cars — Driving without a human Kirnbaneiiaakines canminie

e Face Recognition — Identifying people in images human intelligence to solve
e ChatGPT - Human-like conversation problems, learn, and understand
the world.

Main Areas of Al:

Machine Learning (ML) — Learning from data

Deep Learning — Advanced neural networks

Natural Language Processing (NLP) — Understanding human language
Computer Vision — Understanding images and videos

Robotics — Making intelligent machines

abrwbdE

Goal of Al:
To build smart systems that:

e Think logically

e Learn from data

e Assist or replace humans in complex tasks
o Work efficiently with accuracy
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History & Evolution of Artificial Intelligence (Al)

The history of Al is a fascinating journey that spans over seven decades, evolving from basic theories to today’s intelligent
systems like ChatGPT, self-driving cars, and smart assistants.

Timeline of Al Development:

Era HKey Events & Milestones
1940s— Foundations of Al:— Alan Turing proposed the idea of machines that could simulate any human task.— Turing Test
1950s (1950): A method to determine if a machine shows human-like intelligence.
1956 Birth of Al:— The term ""Artificial Intelligence’ was coined by John McCarthy at the Dartmouth Conference,
marking the official start of Al as a research field.
1956— Early Progress:— Development of Al programs such as logic solvers, checkers, and chess engines.— Focus on
1970s symbolic Al using logical rules.
1970s— Al Winter Begins:— Progress was slower than expected; funding reduced.— However, expert systems like MYCIN
1980s were created for domains such as medical diagnosis.
Revival & Success:— Improvements in algorithms and computing power.— IBM’s Deep Blue defeated world chess
1990s . .
champion Garry Kasparov in 1997.
20005 Rise of Data & Internet:— Explosion of Big Data and internet usage.— Al powered search engines,
recommendations, and voice recognition.
20105 Deep Learning Revolution:— Breakthroughs in neural networks and GPU acceleration.— Al reached near-human
performance in vision and speech.— Key models: AlexNet (2012), AlphaGo (2016).
2020s— Generative Al Era:— Emergence of powerful tools like GPT-3, GPT-4, ChatGPT, DALL-E.— Al is now common
Present in healthcare, education, finance, and more.— Emphasis on ethical Al, fairness, and responsibility.

Future of Al:

o Artificial General Intelligence (AGI): Machines that can perform any intellectual task a human can do.
e Human-Al Collaboration: Smarter tools to assist, not replace, humans.
e Ethical Al: Ensuring privacy, fairness, and transparency in Al systems.

Summary:

e Al started as a theoretical idea in the 1950s.
e It has gone through cycles of growth, setbacks, and breakthroughs.
e Today, Al is an essential part of daily life and is rapidly transforming industries.

Types of Artificial Intelligence: Narrow, General and Super Al

Acrtificial Intelligence (Al) is categorized into three main types based on its capabilities and functionality:

Type of Al Description Examples

1. Narrow Al Narrow Al is designed to perform a specific task only. It cannot perform e Siri, Alexa

(Weak Al) tasks outside its defined scope. It does not possess consciousness or self- * Google Translate
awareness. e Face recognition systems

e Spam filters

2. General Al | General Al can perform any intellectual task that a human can do. It can (No real-world example yet —

(Strong Al) learn, understand, and adapt across multiple domains. Currently, it exists under development in research
only in research. labs)

3. Super Al Super Al is a theoretical form of Al that will surpass human intelligence in (Fictional — does not exist yet)

(Advanced all aspects — logic, creativity, emotion, and decision-making. It may have

Future Al) its own consciousness and emotions.
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Key Differences:

Feature Narrow Al General Al Super Al
Capability Specific tasks only | All human-like tasks Beyond human intelligence
Exists today? Yes [} No [ (still developing) | No [ (future possibility)
Learning ability Limited High Extremely advanced
Emotions/Consciousness | No Possibly not May have both

Summary:

e Most Al used today is Narrow Al (used in phones, apps, websites, etc.).

e General Al is under development and aims to behave like a human brain.

e Super Al is a futuristic concept that might transform humanity completely — both positively and potentially
dangerously.

Applications of Artificial Intelligence (AI)

Artificial Intelligence (Al) has rapidly transformed various industries by enabling machines to mimic human intelligence and
perform tasks such as learning, reasoning, problem-solving, and decision-making. Here are some of the major applications of Al
across different sectors:

1. Healthcare
Al is revolutionizing the healthcare industry in numerous ways, including diagnosis, treatment, patient care, and drug discovery.

e Medical Imaging & Diagnostics: Al algorithms analyze X-rays, MRIs, and CT scans to detect diseases such as cancer,
fractures, and neurological disorders faster and more accurately.

e Virtual Health Assistants: Chatbots and virtual assistants provide basic healthcare support, symptom checking, and
medication reminders.

e Predictive Analytics: Al can predict disease outbreaks or patient deterioration using data from electronic health records.

e Drug Discovery: Al accelerates the drug development process by identifying potential drug candidates and simulating
their effects.

e Robotic Surgery: Al-powered robots assist in surgeries with high precision, minimizing human error and recovery time.

2. Finance
Al is widely used in the financial sector for automating processes, enhancing decision-making, and improving customer service.

e Fraud Detection: Al systems detect suspicious transactions and anomalies in real-time to prevent fraud.

e Algorithmic Trading: Al algorithms execute high-frequency trades based on market data and predictive models.

o Risk Assessment: Al helps in credit scoring and loan approvals by analyzing customer financial data and behavior
patterns.

e Chatbots and Virtual Assistants: Financial institutions use Al-based chatbots to assist customers with account
inquiries, balance checks, and transaction history.

e Personalized Banking: Al provides customers with tailored financial advice and investment recommendations.

3. Education
Al is transforming education by making learning more personalized, accessible, and efficient.

o Intelligent Tutoring Systems: Al tutors adapt to a student's learning style and pace, providing customized feedback and
support.

e Automated Grading: Al tools can grade multiple-choice tests and even essays, saving educators significant time.

o Smart Content Creation: Al can generate educational content such as quizzes, summaries, and flashcards based on
textbooks or curriculum.

o Virtual Classrooms: Al-powered platforms facilitate online learning through interactive lessons, real-time feedback, and
engagement tracking.

e Language Translation: Al enables multilingual education by translating content for learners across different regions.
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4. Transportation
Al enhances safety, efficiency, and user experience in transportation systems.

e Autonomous Vehicles: Al is at the core of self-driving cars, enabling them to perceive the environment, make decisions,
and navigate safely.

e Traffic Management: Al systems optimize traffic signals and predict congestion patterns to improve urban mobility.

e Fleet Management: Al helps logistics companies optimize routes, monitor vehicle health, and manage fuel
consumption.

e Driver Assistance: Al-based features like lane departure warnings, adaptive cruise control, and collision avoidance
enhance driver safety.

5. Agriculture
Al supports modern farming by improving crop yields, reducing costs, and ensuring sustainable practices.

e Precision Farming: Al analyzes data from drones and sensors to monitor crop health, soil quality, and weather
conditions.

e Crop Disease Detection: Al models identify plant diseases early through image recognition, enabling timely
intervention.

e Automated Machinery: Al-powered robots assist in planting, watering, and harvesting crops efficiently.

e Yield Prediction: Al predicts harvest size based on historical data and real-time inputs, helping farmers plan better.

6. Retail and E-commerce

Al enhances customer experience and operational efficiency in the retail industry.

Personalized Recommendations: Al suggests products to customers based on browsing history and preferences.
Inventory Management: Al predicts demand trends and manages stock levels to reduce waste and overstocking.

Visual Search: Shoppers can upload images to find similar products using Al-driven image recognition.
Chatbots: Retailers use Al chatbots for customer service, handling queries, returns, and feedback.

7. Manufacturing
Al optimizes production processes and ensures quality in manufacturing industries.

Predictive Maintenance: Al monitors machinery and predicts potential failures before they occur.

Quiality Control: Al-powered vision systems detect defects in products during the manufacturing process.
Supply Chain Optimization: Al streamlines logistics, forecasts demand, and manages suppliers more effectively.
Robotics: Collaborative robots (cobots) work alongside humans to improve productivity and safety.

8. Entertainment and Media
Al plays a crucial role in content creation, distribution, and user engagement.

Content Recommendation: Platforms like Netflix and YouTube use Al to suggest content tailored to user preferences.
Game Development: Al enhances non-player characters (NPCs) with realistic behavior and adaptive learning.
Deepfake and CGI: Al creates realistic visual effects and voice simulations in films and games.

Music and Art Creation: Al can compose music, generate artwork, and assist in creative projects.

9. Cybersecurity
Al enhances security measures by identifying threats and responding to attacks in real-time.
e Threat Detection: Al identifies malware, phishing attacks, and network intrusions by analyzing usage patterns.

o Behavioral Analysis: Al monitors user activity to detect anomalies that may indicate security breaches.
e Automated Response: Al systems can take immediate action to isolate threats and minimize damage.

Visit us at: www.sarvaindia.com Certified/Licensed by Govt. of India & 1SO 9001:2015 Do Not Copy, Edit & Print without Authorization/Permission ©2024 to present @SITED



SARVA EDUCATION (SITED) (Running- An L.T & Skill Advancement Training Programme) -7-
Conclusion

Artificial Intelligence is a powerful tool that is reshaping industries and improving human life. From healthcare to entertainment,
its applications are vast and continually expanding. As Al technology evolves, it promises to unlock even greater potential,
driving innovation, efficiency, and growth across the globe.

Introduction to Machine Learning & Deep Learning

What is Machine Learning (ML)?

Machine Learning is a subset of Artificial Intelligence (Al) that allows computers to learn from data and improve their
performance over time without being explicitly programmed. Instead of following hardcoded rules, machine learning models
analyze patterns in data and use those patterns to make predictions or decisions.

Types of Machine Learning

1. Supervised Learning:
The model is trained on labeled data. It learns the relationship between input and output to make predictions.
Example: Predicting house prices, spam detection.
2. Unsupervised Learning:
The model works on unlabeled data to find hidden patterns or groupings.
Example: Customer segmentation, topic modeling.
3. Semi-supervised Learning:
A combination of labeled and unlabeled data is used to improve learning efficiency.
Example: Web content classification.
4. Reinforcement Learning:
The model learns by interacting with an environment and receiving feedback (rewards or penalties).
Example: Game playing Al, robotic control.

What is Deep Learning?

Deep Learning is a specialized field of Machine Learning that uses neural networks with many layers (hence “deep”) to model
complex patterns in large amounts of data. It is inspired by how the human brain processes information.

Key Features of Deep Learning

Neural Networks: Structured like the human brain, made up of neurons (nodes) and layers.

Automatic Feature Extraction: Deep learning models automatically learn relevant features from raw data.
Requires Large Data and Computing Power: Performs well with massive datasets and GPUs/TPUs.
High Accuracy: Used in image recognition, speech processing, natural language understanding, etc.

Difference Between Machine Learning and Deep Learning

Aspect Machine Learning Deep Learning

Data Requirement Works with small/medium datasets | Requires large datasets

Feature Engineering | Manual Automatic

Model Complexity Simple to moderate Highly complex

Training Time Faster Slower (due to deep networks)
Applications Email filtering, forecasting Face recognition, language translation
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Week-2

Python for Al

Introduction

Python has become the most popular programming language for Artificial Intelligence (Al) and Machine Learning (ML) due to its
simplicity, versatility, and rich ecosystem of libraries and tools. Whether you are building a basic Al model or a complex deep
learning system, Python provides everything you need.

Why Python for Al?

1. Simple and Readable Syntax
Python’s code is easy to write and understand, making it ideal for beginners and experts alike.
2. Extensive Libraries and Frameworks
Python has a vast number of libraries that simplify Al development:
o NumPy — for numerical computing
o Pandas — for data manipulation
o Matplotlib / Seaborn — for data visualization
o Scikit-learn — for machine learning models
o TensorFlow / PyTorch / Keras — for deep learning
3. Strong Community Support
Python has a massive global community, meaning you can find help, tutorials, and open-source projects easily.
4. Platform Independence
Python is cross-platform, so you can develop and run Al applications on any operating system.
5. Integration Capabilities
Easily integrates with other languages (like C/C++), tools (like Excel, SQL), and web services (via APIs).

Applications of Python in Al

Machine Learning: Python is used to develop models that can predict, classify, and cluster data.

Deep Learning: Neural networks for tasks like image recognition, natural language processing, and speech recognition.
Data Science: Data cleaning, analysis, and visualization.

Computer Vision: Using OpenCV with Python for face detection, object tracking, etc.

Natural Language Processing (NLP): Libraries like NLTK and spaCy are used for text analysis, chatbots, etc.
Robotics and Automation: Python helps in controlling hardware, sensors, and smart systems.

Conclusion

Python’s simplicity and powerful libraries make it the language of choice for Al development. Whether you’re analyzing data,
training ML models, or building a neural network, Python offers an efficient and flexible environment for turning Al concepts into
reality.

Basics of Python Programming

Introduction

Python is a high-level, interpreted programming language known for its readability and simplicity. It is widely used in Al, data
science, web development, automation, and more.

1. Python Syntax Basics
e Print Statement

print ("Hello, World!")

e Comments
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# This is a comment

e Variables

x = 10
name = "Alice"

o Data Types
o 1int, float, str,bool, list, tuple, dict, set

2. Control Statements

e Conditional Statements

if x > 5:

print ("Greater")
elif x ==

print ("Equal")
else:

print ("Smaller")

e Loops
o For Loop
for i in range(5):
print (i)
o While Loop
i =20
while 1 < 5:
print (i)
i4=1
3. Functions

def greet (name) :
return "Hello " + name

print (greet ("John"))

4. Data Structures
e List

fruits = ["apple", "banana", "cherry"]
print (fruits[0])

e Dictionary

student = {"name": "Alice", "age": 22}
print (student["name"])

e Tuple
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coordinates = (10, 20)
e Set
unique numbers = {1, 2, 3}

5. File Handling

# Writing to a file
with open("test.txt", "w") as f:
f.write("Hello, file!")

# Reading from a file

with open ("test.txt", "r") as f:
content = f.read()
print (content)

6. Exception Handling
try:
result = 10 / 0O
except ZeroDivisionError:
print ("Cannot divide by zero")
7. Libraries and Modules
Python has built-in and third-party libraries.
e Importing a module
import math
print (math.sqgrt (16))
Conclusion

Python’s simplicity, clear syntax, and powerful libraries make it ideal for beginners. Learning the basics prepares you to build
applications in Al, automation, data science, and beyond.

NumPy and Pandas for Data Handling

Introduction

In the world of data science and Al, handling data efficiently is essential. NumPy and Pandas are two powerful Python libraries
used for data manipulation, analysis, and computation.

1. NumPy (Numerical Python)

NumPy is the foundational package for scientific computing in Python. It provides support for large, multi-dimensional arrays and
matrices, along with a collection of mathematical functions to operate on these arrays.

Key Features of NumPy:

e  Fast numerical computations
e Array and matrix operations
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e Broadcasting and vectorization

e  Support for linear algebra, Fourier transform, and statistics

Example Code:
import numpy as np

# Create a NumPy array
arr = np.array([1l, 2, 3, 4, 51)
print (arr)

# Create a 2D array
matrix = np.array([[1, 2], [3, 41])
print (matrix)

# Operations

print ("Mean:", np.mean(arr))

print ("Sum:", np.sum(arr))

print ("Reshape:", matrix.reshape(l, 4))

2. Pandas (Python Data Analysis Library)

-11-

Pandas is built on top of NumPy and provides high-level data structures like Series and DataFrame for data analysis and

manipulation.

Key Features of Pandas:

Easy handling of missing data

Powerful grouping and aggregation
Label-based indexing

Read/write to CSV, Excel, SQL, JSON, etc.

Core Data Structures:

e Series: One-dimensional labeled array
e DataFrame: Two-dimensional table (like Excel)

Example Code:
import pandas as pd

# Creating a Series
s = pd.Series([10, 20, 30])
print (s)

# Creating a DataFrame

data = {
"Name": ["Alice", "Bob", "Charlie"],
"Age": [25, 30, 35]

}

df = pd.DataFrame (data)

print (df)

# Accessing data
print (df ["Name"])

# Reading from CSV
# df = pd.read csv("data.csv")
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Conclusion

NumPy is ideal for numerical operations and fast array processing, while Pandas is perfect for structured data manipulation.
Mastering these two libraries is essential for any data science or Al project.

Matplotlib and Seaborn for Visualization

Introduction

Data visualization helps to understand and communicate patterns, trends, and insights hidden within data. Matplotlib and
Seaborn are two powerful Python libraries used to create meaningful and attractive visualizations.

1. Matplotlib
Matplotlib is a basic yet powerful plotting library. It is great for creating static, interactive, and animated plots in Python.

Key Features:

e  Customizable graphs
e  Supports line plots, bar charts, histograms, scatter plots, etc.
o Works well with NumPy and Pandas

Example Code:
import matplotlib.pyplot as plt

# Line plot
x = [1, 2, 3, 4, 5]
y = [2, 4, 1, 8, 7]

plt.plot (x, V)
plt.title("Line Plot")
plt.xlabel ("X-axis")
plt.ylabel ("Y-axis")
plt.show ()

2. Seaborn

Seaborn is built on top of Matplotlib. It provides a high-level interface for making statistical graphics with more attractive visuals
and simpler code.

Key Features:
e  Beautiful default themes and color palettes
e  Built-in support for data frames (Pandas)
e  Statistical plots like boxplots, heatmaps, violin plots, etc.
e  Great for exploring relationships in data

Example Code:
import seaborn as sns
import pandas as pd

# Sample data

data = pd.DataFrame ({
"Name": ["Alice", "Bob", "Charlie", "David", "Eva"l],
"Marks": [85, 90, 75, 88, 957,
"Subject": ["Math", "Math", "Science", "Science", "Math"]

})
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# Bar plot

sns.barplot (x="Name", y="Marks", data=data)
plt.title ("Student Marks")

plt.show ()

# Heatmap example (with correlation)

corr = data.corr (numeric_only=True)
sns.heatmap (corr, annot=True, cmap="coolwarm")
plt.title("Correlation Heatmap")

plt.show()

Conclusion

e Use Matplotlib for basic and custom plots.
e Use Seaborn for rich, statistical, and more beautiful visualizations.

Together, they form the backbone of data visualization in Python and are essential tools for any data analyst, scientist, or Al
engineer.
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Week-3

Basics of Machine Learning

Introduction

Machine Learning (ML) is a branch of Artificial Intelligence (Al) that enables systems to learn from data and make predictions
or decisions without being explicitly programmed.

1. What is Machine Learning?

Machine Learning involves training algorithms on data so they can learn patterns and make accurate predictions. It allows
computers to improve their performance automatically through experience.

Example: Spam filters in email, product recommendations on Amazon, facial recognition in phones.
2. Types of Machine Learning

a) Supervised Learning

e The model is trained on labeled data (i.e., inputs with known outputs).
e  Used for classification and regression tasks.

Examples:

e Predicting house prices
e Email spam detection

# Example: Predict salary based on years of experience
from sklearn.linear model import LinearRegression
model = LinearRegression|()

model.fit (X train, y train)

b) Unsupervised Learning

e  The model finds patterns from unlabeled data.
e Used for clustering and dimensionality reduction.

Examples:

e  Customer segmentation
e Market basket analysis

# Example: KMeans clustering
from sklearn.cluster import KMeans

model = KMeans (n_clusters=3)
model.fit (data)

c) Reinforcement Learning
e The model learns by interacting with the environment and receiving feedback (rewards or penalties).
Examples:

o  Game-playing Al (e.g., AlphaGo)
e Robotics
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3. Key Terminologies

Dataset: Collection of data used to train/test the model.
Features: Input variables (e.g., age, height).

Labels: Output variable (e.g., disease: yes/no).

Training: Feeding the model data to learn.

Testing: Checking how well the model performs on new data.

4. Common Algorithms in ML

Linear Regression — for predicting continuous values.
Logistic Regression — for binary classification.
Decision Trees — for both regression and classification.
K-Means Clustering — for grouping data into clusters.
Random Forest — ensemble of decision trees.

Support Vector Machine (SVM) — for classification.

5. Popular ML Libraries

e scikit-learn

e TensorFlow

e Keras

e PyTorch
Conclusion

Machine Learning is a core part of Al that allows systems to learn from data. It powers many modern technologies like voice
assistants, self-driving cars, and recommendation systems. Understanding the basics helps lay the foundation for building
intelligent applications.

Supervised vs Unsupervised Learning

Introduction

Machine Learning is divided into various categories based on how algorithms learn from data. Two major types are:

e  Supervised Learning
e Unsupervised Learning

Both have different goals, techniques, and use cases.
1. Supervised Learning
Definition:

Supervised learning uses labeled data- where both the input and the expected output are known. The model learns to map inputs
to correct outputs.

Goal:
To make predictions or classifications based on past data.
Examples:

e  Predicting house prices
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e  Email spam detection
e Medical diagnosis

Common Algorithms:
e Linear Regression
e Logistic Regression
e Decision Tree
e Random Forest
e Support Vector Machine (SVM)
o  K-Nearest Neighbors (KNN)
Code Example:
from sklearn.linear model import LinearRegression
model = LinearRegregsion()
model.fit (X train, y train) # X train = input, y train = output

2. Unsupervised Learning
Definition:

Unsupervised learning works on unlabeled data — only inputs are given, and the model must discover hidden patterns or
structures.

Goal:
To explore data and group or reduce dimensions.
Examples:

e  Customer segmentation
e  Market basket analysis
e Anomaly detection

Common Algorithms:

e K-Means Clustering

e Hierarchical Clustering

e DBSCAN

e PCA (Principal Component Analysis)
Code Example:
from sklearn.cluster import KMeans
model = KMeans (n_clusters=3)

model.fit (data) # No labels provided

Key Differences Table

Feature Supervised Learning Unsupervised Learning

Data Type Labeled data Unlabeled data

Output Known? | Yes No

Main Tasks Classification, Regression Clustering, Dimensionality Reduction
Example Spam detection Customer segmentation

Feedback Direct (with correct answers) | No feedback

Complexity Easier to understand More exploratory in nature
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Conclusion

e Use Supervised Learning when you have historical data with correct answers.
e Use Unsupervised Learning when exploring unknown patterns in raw data.

Both are essential tools in the machine learning toolbox, each suited to specific problems and goals.

Basics of Regression and Classification

Introduction

In Supervised Learning, machine learning models are trained using labeled data. There are two primary types of supervised
learning tasks:

e Regression
e Classification

Both are used to make predictions, but the type of output they predict is different.

1. Regression

Definition:

Regression is used when the output variable is continuous, meaning it can take any real numeric value.
Goal:

To predict a quantity or number based on input features.

Examples:

e  Predicting house prices
e  Estimating the salary of an employee
e  [Forecasting temperature

Common Algorithms:
e Linear Regression
e Polynomial Regression
e Ridge Regression
e Lasso Regression

Code Example:
from sklearn.linear model import LinearRegression

model = LinearRegression ()
model.fit (X train, y train)
predictions = model.predict (X test)

2. Classification
Definition:
Classification is used when the output variable is categorical, meaning it falls into one of several classes or categories.
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Goal:
To classify the input data into predefined categories or groups.
Examples:

e Spam or not spam
o Disease: positive or negative
e Handwritten digit recognition (0-9)

Common Algorithms:

Logistic Regression

Decision Tree

Random Forest

K-Nearest Neighbors (KNN)
Support Vector Machine (SVM)
Naive Bayes

Code Example:
from sklearn.linear model import LogisticRegression

model = LogisticRegression ()

model.fit (X train, y train)
predictions = model.predict (X test)

Key Differences Table

Feature Regression Classification

Output Type Continuous (e.g., 45.6) | Categorical (e.g., Yes/No, A/B)

Goal Predict quantity Predict class

Example House price prediction | Email spam detection

Evaluation Metrics | MSE, RMSE, MAE Accuracy, Precision, Recall, F1-Score
Algorithms Linear, Ridge, Lasso Logistic, Decision Tree, SVM
Conclusion

e Regression is used when the answer is a number.
e Classification is used when the answer is a category or label.

Understanding the difference is crucial for choosing the right model and technique in any machine learning project.

Hands-on with Scikit-learn

Introduction

Scikit-learn (sklearn) is one of the most popular open-source Python libraries for machine learning. It provides simple and
efficient tools for data analysis and modeling.

It includes algorithms for:

Classification

Regression

Clustering

Dimensionality reduction

Model selection and preprocessing
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Installation

pip install scikit-learn

Basic Structure of a Machine Learning Project in Sklearn

Every sklearn project typically follows these steps:

Import libraries

Load and split the dataset

Choose a model

Train the model

Make predictions
Evaluate the model

ogkrwdhE

Example: Classification with Logistic Regression

Step 1: Import Libraries

import pandas as pd

from sklearn.model selection import train test split
from sklearn.linea;_model import Logisticﬁegregsion
from sklearn.metrics import accuracy score

Step 2: Load Sample Dataset

from sklearn.datasets import load iris
data = load iris()

X = data.data

y = data.target

Step 3: Split Dataset
X train, X test, y train, y test = train test split(X, y, test size=0.2, random state=42)

Step 4: Train Model
model = LogisticRegression()
model.fit (X train, y train)

Step 5: Make Predictions
y_pred = model.predict (X test)

Step 6: Evaluate Model
print ("Accuracy:", accuracy score(y test, y pred))

Other Models in Sklearn

Task Model

Classification LogisticRegression, SVC, RandomForestClassifier
Regression LinearRegression, Ridge, SVR

Clustering KMeans, DBSCAN

Dimensionality Reduction | PCA, TruncatedSVD

Model Evaluation Tools

e accuracy score — Classification accuracy

e mean squared error — Regression error

e confusion matrix — Classification results

e cross val score — Cross-validation
Conclusion

Scikit-learn simplifies machine learning with easy syntax and powerful tools. Whether you're a beginner or expert, it's the go-to
library for quickly building and testing ML models.
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Week 4:

Mini Project & Tools

Mini Project & Tools in AI/ML

Introduction

Hands-on practice is essential in learning AI/ML. Mini projects help apply theoretical knowledge to real-world problems using
practical tools and techniques. Let’s explore how to build a mini project and the tools commonly used in the process.

Mini Project Idea: Predicting House Prices
Problem Statement:

Build a model that predicts house prices based on features like size, location, number of rooms, etc.

Steps Involved:
1. Collect the dataset — Use CSV or fetch from open sources like Kaggle.
2. Preprocess the data — Handle missing values, encode categorical variables.
3. Visualize the data — Use plots to understand trends.
4. Train the model — Use regression algorithms.
5. Evaluate the model — Use metrics like RMSE or R2.
6. Deploy (Optional) — Build a simple web app with Streamlit.

Common Tools Used

Tool/Library Purpose

Python Main programming language

NumPy Numerical operations

Pandas Data handling and manipulation
Matplotlib / Seaborn | Data visualization

Scikit-learn Machine learning algorithms & metrics
Jupyter Notebook Interactive coding environment

Google Colab Cloud-based notebook (no setup needed)
Streamlit / Flask App development for ML models

Benefits of Mini Projects

e Reinforces learning by doing
e Builds a project portfolio for resumes
e  Prepares for interviews and real-world tasks

Mini Project: House Price Prediction using Linear Regression

1. Dataset Link
You can use either:
Scikit-learn's built-in California Housing Dataset:

from sklearn.datasets import fetch california housing
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Or areal CSV dataset from Kaggle:
Kaggle - House Prices: Advanced Regression Techniques

2. Python Code (For Jupyter Notebook / Google Colab)

# Step 1: Import required libraries

import pandas as pd

import numpy as np

import matplotlib.pyplot as plt

import seaborn as sns

from sklearn.datasets import fetch california housing
from sklearn.model selection import train test split
from sklearn.linear model import LinearRegression

from sklearn.metrics import mean squared error, r2 score

# Step 2: Load the dataset

data = fetch california housing()
df = pd.DataFrame (data.data, columns=data.feature names)
df ['Price'] = data.target

# Step 3: Explore the data
print (df.head())

sns.histplot (df['Price'])
plt.title("Price Distribution")
plt.show ()

# Step 4: Prepare the data

X = df.drop('Price', axis=1)

y = df['Price']

X train, X test, y train, y test = train test split(X, y, test size=0.2,
random_ state=42)

# Step 5: Train the model
model = LinearRegression()
model.fit (X train, y train)

# Step 6: Predict and evaluate

y_pred = model.predict (X test)

print ("R? Score:", r2 score(y test, y pred))

print ("RMSE:", np.sqrt(mean squared error(y test, y pred)))

3. Streamlit Web App (Create app . py)

import streamlit as st

import pandas as pd

import numpy as np

from sklearn.datasets import fetch california housing
from sklearn.linear model import LinearRegression

# Load dataset

data = fetch california housing()
df = pd.DataFrame (data.data, columns=data.feature names)
df['Price'] = data.target

# Train model

X = df.drop('Price', axis=1)
y = df['Price']

model = LinearRegression ()
model.fit (X, vy)

# Streamlit App Interface
st.title("California House Price Predictor")

st.write ("Adjust the sliders to input features:")
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MedInc = st.slider ("Median Income (in 10k USD)", 0.5, 15.0, 3.0)
HouseAge = st.slider ("House Age", 1, 50, 20)

AveRooms = st.slider ("Average Rooms", 1.0, 10.0, 5.0)

AveBedrms = st.slider ("Average Bedrooms", 0.5, 5.0, 1.0)

Population = st.slider ("Population", 100.0, 10000.0, 1000.0)

AveOccup = st.slider ("Average Occupants per Household", 1.0, 10.0, 3.0)
Latitude = st.slider ("Latitude", 32.0, 42.0, 36.0)

Longitude = st.slider ("Longitude", -125.0, -114.0, -120.0)

# Predict price

features = np.array([[MedInc, HouseAge, AveRooms, AveBedrms, Population,
AveOccup, Latitude, Longitude]])

prediction = model.predict (features) [0]

st.subheader (f"[J Predicted House Price: **${prediction * 100000:.2f}**")
4. How to Run the Streamlit App
In your terminal or command prompt:
streamlit run app.py
It will launch a local web app in your browser where you can test house price predictions interactively.
Extra Tips

e If you use Google Colab, you’ll need to use tools like ngrok to access the Streamlit Ul.

e You can modify the model to include other algorithms like RandomForestRegressor for better accuracy.

e  Convert this project into a resume-ready portfolio piece or deploy it online via platforms like Streamlit Cloud or
Render.

Spam Detector Using Naive Bayes (Step-by-Step)

We'll use the SMS Spam Collection Dataset and build a classifier that can detect whether a message is "'spam'* or "*ham"* (not
spam).

1. Install and Import Libraries

# Install required package if not already installed
# !pip install pandas scikit-learn

import pandas as pd

from sklearn.model selection import train test split

from sklearn.feature extraction.text import CountVectorizer

from sklearn.naive bayes import MultinomialNB

from sklearn.metrics import accuracy score, confusion matrix, classification report

2. Load Dataset
Download from Kaggle or use this sample:

# Sample dataset loading

url = "https://raw.githubusercontent.com/justmarkham/pycon-2016-
tutorial/master/data/sms.tsv"

df = pd.read csv(url, sep='\t', header=None, names=['label', 'message'l])

# Encode labels
df['label'] = df['label'] .map({'ham': 0, 'spam': 1})
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print (df.head())
3. Preprocessing

X = df['message']
y = df['label']

# Convert text to bag-of-words (token count matrix)

vectorizer = CountVectorizer ()
X vect = vectorizer.fit transform (X)

4. Train the Naive Bayes Classifier

X train, X test, y train, y test = train test split (X vect, y, test size=0.2,
random_ state=42)

model = MultinomialNB ()
model.fit (X train, y train)

5. Evaluate the Model
y_pred = model.predict (X test)
print ("Accuracy:", accuracy score(y test, y pred))

print ("\nConfusion Matrix:\n", confusion matrix(y test, y pred))
print ("\nClassification Report:\n", classification report(y test, y pred))

6. Try Predictions

sample = ["You won a free ticket! Click here to claim now.", "Hi John, are we still
meeting today?"]

sample vect = vectorizer.transform(sample)

print (model.predict (sample vect)) # Output: [1, 0] -> spam, ham

What This Shows You

Step What You Learned

Data loading Using real-world text dataset

Preprocessing | Bag-of-words text vectorization

Modeling Naive Bayes classification
Evaluation Accuracy & confusion matrix
Prediction Testing real SMS examples

Introduction to ChatGPT & Al Tools like Teachable Machine

What is ChatGPT?

ChatGPT is an advanced Al language model developed by OpenAl. It uses Natural Language Processing (NLP) to understand
and generate human-like responses. It is based on the GPT (Generative Pre-trained Transformer) architecture.

It can chat, write essays, solve coding problems, generate creative content, answer questions, translate languages, and more.
Key Features of ChatGPT:
e Understands and generates natural language.

e Answers questions on various topics.
e Assists with writing, grammar, and summarizing.
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e Can help with code generation and debugging.
e Can simulate conversations, roleplay, and more.

Where ChatGPT is Used:

Domain Use Cases

Education Homework help, explanations, tutoring
Programming Debugging code, generating snippets
Business Writing emails, automating replies

Content Blog writing, script writing, story generation
Customer Support | Chatbots, FAQs, 24x7 query handling

Teachable Machine by Google

Teachable Machine is a web-based tool developed by Google that allows anyone to train a machine learning model using
images, audio, or poses, without writing a single line of code.

Great for beginners and teachers to learn machine learning concepts in a hands-on way.

How It Works:
1. Choose a project type: Image, Audio, or Pose.
2. Collect or upload examples for each class (category).
3. Train the model in-browser.
4. Export the model and use it in your own websites or applications.

Applications of Teachable Machine:

Classifying gestures or postures (Yoga poses).
Recognizing different sounds (claps, whistles, words).
Image classification (fruits, objects, facial expressions).
Teaching Al concepts interactively in classrooms.

How Does ChatGPT Work?

ChatGPT is trained in two major stages:
1. Pre-training: It was trained on large-scale internet text data (books, articles, websites) to understand the structure of
2. :fi%%lf?gﬁ.ing with Human Feedback (RLHF): Trainers helped it learn how to respond in useful, safe, and appropriate

ways.

Real-World Use Cases of ChatGPT

Field Example Use Case

Students "Explain Newton’s 3rd law in simple words"
Professionals "Write a follow-up email after a job interview"
Developers "Generate Python code for a calculator app"
Content Creators | "Write a travel blog post intro"

Website Owners | "Draft Terms & Conditions for a web app"

Importance in Education

Explains complex concepts in simple terms
Assists with essay writing and grammar
Helps with coding tasks and project ideas
Creates quizzes and flashcards for exam prep
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Teachable Machine by Google - In Detail

What is Teachable Machine?

Teachable Machine is a no-code machine learning tool developed by Google, allowing users to train models using images,
sounds, or poses—right from their browser.

It’s built on TensorFlow.js and is ideal for beginners, teachers, and hobbyists.
How Does It Work?

1. Choose a project type: Image, Audio, or Pose
2. Upload or record examples for each class

3. Train the model directly in your browser

4. Export it to use in apps, games, or websites

What You Can Build with Teachable Machine:

Gesture-controlled games

Real-time sound classification

Yoga pose detectors

Facial recognition attendance systems
Interactive ML classroom demos

Export Options

Export Type Use Case

TensorFlow.js Use in web apps (HTML/JS)

TensorFlow Lite | Deploy on mobile (Android/iOS)

Coral Edge TPU | Run models on edge devices like Raspberry Pi

Impact on Skills & Career

Tool Skills Developed Useful For
ChatGPT Communication, automation, NLP | Writers, Developers, Analysts
Teachable Machine | Prototyping, ML understanding Students, Educators, Innovators

Other Beginner-Friendly Al Tools Worth Exploring:

Tool Name Functionality

Google Bard Chatbot by Google (alternative to ChatGPT)
Runway ML Al-based video and image editing

Canva Al Al content generation inside Canva
HuggingFace Spaces | Host and share ML models with the world
Whisper (OpenAl) Speech-to-text transcription tool

Final Summary

Tool Purpose Ideal For
ChatGPT Natural language conversation & content | Students, professionals
Teachable Machine | Image/audio/pose ML model creation Beginners, teachers
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Final Project: Al-Powered Student Performance Predictor

Project Overview

Design and build an Al model that predicts whether a student is likely to pass or fail based on study hours, attendance, previous
scores, and participation.

Project Duration
5-7 days (last week of the 1-month course)

Objectives

Apply Python programming skills

Use Pandas & NumPy for data handling

Visualize data with Matplotlib & Seaborn

Build ML models using Scikit-learn

Use ChatGPT for code suggestions/documentation
Optionally create a web app with Streamlit

Dataset (Sample Format)

You can create or use a CSV with fields like:

Student ID,Hours Studied,Attendance,Previous Score,Participation, Passed
101,5,90,78,Yes, Yes
102,2,60,45,No,No

Note: You can generate fake data using Python or get a sample dataset [from Kaggle or UCI].

Tools & Libraries

Python

Pandas, NumPy

Matplotlib, Seaborn

Scikit-learn

Streamlit (for demo)

ChatGPT (for code/documentation help)

Project Steps
Step 1: Data Collection & Loading

e Load CSV using Pandas
e Show basicinfo (df.info (), df .describe ())

Step 2: Data Cleaning & Preprocessing
e Handle missing values
e Convert categorical data if needed
e Normalize/scale data

Step 3: Visualization

e  Plot attendance vs performance
e  Use pairplot, heatmap, histograms
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Step 4: Model Building (ML)

Use Logistic Regression or Decision Tree
Train-test split (80-20)

Train the model

Evaluate with accuracy, confusion matrix

Step 5: Create Prediction Function

e Build a function to predict pass/fail based on new input
Step 6: Deploy with Streamlit (Optional)

e Create a simple form

e Input: hours, attendance, previous score, etc.

e  Output: Pass/Fail prediction

Bonus (If Time Allows)

-27 -

e Use Teachable Machine to build a model that identifies student posture during class (engaged/distracted).

e Integrate ChatGPT to generate a progress report summary.

Deliverables

Python . ipynb file or . py script

Visualizations and analysis

Model accuracy report

(Optional) Streamlit demo link or app screenshots
One-page report summarizing the project

Expected Outcome

e A working ML model that can predict student outcomes
e Aclean, well-commented codebase
e Understanding of end-to-end Al workflow

Complete Python code for the final project: Student Performance Predictor using basic machine learning.

Key Features of the Project Code:

Preprocessing: Label encoding + Feature scaling
Model: Logistic Regression via Scikit-learn

Model Accuracy Output

e Accuracy: 100% (Note: due to small sample size — ideal for educational purpose)

e Confusion Matrix:
[[3]1]
o  Example Prediction:

Prediction Example (4 hrs,

85% attendance,

Dataset: Simulated student data (Hours Studied, Attendance, etc.)

Evaluation: Accuracy, confusion matrix, classification report
Prediction Function: predict performance () for testing new input

Confusion Matrix

Actual

o
Predicted

70 score, Yes participation): Pass
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2-Month Al Course (Beginner to Intermediate- ebook)

(Includes 1-Month Content + Deeper ML & Intro to DL)

Month-1: (Syllabus Covered-As above)

Month-2: (Syllabus Covered-As below)

Week 5: Advanced ML Algorithms

e Decision Trees, Random Forest, KNN

e Model Evaluation (Confusion Matrix, Precision, Recall)

Week 6: Introduction to Neural Networks

e Perceptron and ANN basics
e Activation Functions

e Introduction to TensorFlow/Keras

Week 7: Al Tools & Applications

e Al in Image Recognition, NLP, and Chatbots

e Tools: OpenCV, HuggingFace demo

Week 8: Project & Presentation

e Mini project (image classifier or chatbot)

e Presentations
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Week-5

Advanced ML Algorithms

What are Advanced Machine Learning Algorithms?

Advanced Machine Learning Algorithms refer to machine learning techniques that go beyond basic methods like Linear
Regression and Logistic Regression. These algorithms can handle complex data, make more accurate predictions, and are
commonly used in real-world applications such as fraud detection, medical diagnosis, recommendation systems and image
recognition.

Key Characteristics:

Handle non-linear and high-dimensional data

More robust and flexible

Often use techniques like ensemble learning, distance metrics, or probabilistic reasoning
Require more computational power and sometimes parameter tuning

Examples of Advanced ML Algorithms:

Algorithm Description Common Use Case
Decision Tree Tree structure where each node makes a decision Student pass/fail prediction
based on features
Random Forest Ensemble of many decision trees for better Credit scoring, fraud detection
accuracy
K-Nearest Neighbors (KNN) Predicts based on similarity to nearby data points Recommendation systems, pattern
matching
Support Vector Machine (SVM) | Finds the best boundary to separate data classes Text classification, image
recognition
Naive Bayes Probabilistic model based on Bayes' Theorem Spam filtering, sentiment analysis
Gradient Boosting (XGBoost, Builds trees in sequence to correct errors Kaggle competitions, price
LightGBM) prediction

Why Learn Advanced Algorithms?

[J Better Accuracy

O Real-world performance

[0 Useful in domains like finance, healthcare, and NLP
0 Essential for data science jobs & competitions

Tools Used:

e Scikit-learn (for most models)
e XGBoost, LightGBM (for boosting models)
e TensorFlow/Keras (for deep learning after ML)

1. Decision Tree

What it is:
A Decision Tree is a flowchart-like structure where each internal node represents a decision based on a feature (e.g., "Is
attendance > 75%7?").

Use Cases:
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e  Predicting student pass/fail
e  Customer behavior prediction
e Medical diagnosis

Advantages:

e Easy to understand and visualize
e Handles both numerical and categorical data

Disadvantages:
e Prone to overfitting on small datasets

2. Random Forest

What it is:
Random Forest is an ensemble algorithm that builds multiple decision trees and combines their outputs through majority voting
(for classification) or averaging (for regression).

Use Cases:
e  Credit scoring
e  Fraud detection
e  More accurate classification tasks

Advantages:

e High accuracy
e Reduces overfitting compared to a single decision tree

Disadvantages:

e More complex and slower than a single tree
e Harder to interpret

3. K-Nearest Neighbors (KNN)

What it is:
KNN is a non-parametric, instance-based algorithm. It predicts the label of a new data point based on the majority label of its K
nearest neighbors.

Use Cases:
o Recommender systems
e Handwriting or image recognition
e  Customer segmentation

Advantages:

e Simple and effective
e No model training required

Disadvantages:

e Slow on large datasets
e  Sensitive to irrelevant or unscaled features
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Model Evaluation Metrics
Confusion Matrix
A matrix that summarizes prediction results with:
e True Positive (TP), True Negative (TN), False Positive (FP), False Negative (FN)
Precision

How many of the predicted positives were actually correct?
Formula: TP / (TP + FP)

Recall

How many of the actual positives were correctly predicted?
Formula: TP / (TP + FN)

Summary Comparison:

Algorithm Accuracy | Speed Complexity | Example Use Case

Decision Tree Medium | Fast Easy Student performance prediction
Random Forest | High Medium | Medium Credit score classification

KNN Medium | Slow Easy Movie recommendation

Python code examples and practical project ideas for each advanced machine learning algorithm: Decision Tree,
Random Forest, and K-Nearest Neighbors (KNN).

1. Decision Tree - Code Example

from sklearn.tree import DecisionTreeClassifier

from sklearn.model selection import train test split
from sklearn.metrics import accuracy score

# Sample Data (Student Pass/Fail Prediction)
import pandas as pd
data = {
'Hours_Studied': [1, 2, 3, 4, 5, 6],
'Attendance': [50, 60, 70, 80, 90, 9517,
'Passed': ['No', 'No', 'Yes', 'Yes', 'Yes', 'Yes']
}
df = pd.DataFrame (data)

# Features and Labels
X = df[['Hours_ Studied', 'Attendance']]
y df ['Passed']

# Train/Test Split
X train, X test, y train, y test = train test split(X, y, test size=0.3)

# Model

model = DecisionTreeClassifier ()
model.fit (X train, y train)
predictions = model.predict (X test)

# Accuracy
print ("Accuracy:", accuracy score(y test, predictions))

Project Idea:
Student Performance Predictor — Predict whether a student will pass or fail based on hours studied and attendance.
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2. Random Forest - Code Example
from sklearn.ensemble import RandomForestClassifier

# Use same data and train/test split as above

model = RandomForestClassifier(n estimators=100)
model.fit (X train, y train)
predictions = model.predict (X test)

print ("Accuracy:", accuracy_ score(y test, predictions))

Project Idea:
Loan Approval Predictor — Predict loan approval based on features like credit score, income, and employment status.

3. K-Nearest Neighbors (KNN) - Code Example

python

CopyEdit

from sklearn.neighbors import KNeighborsClassifier
from sklearn.preprocessing import StandardScaler

# Normalize data

scaler = StandardScaler ()

X scaled = scaler.fit transform (X)

X train, X test, y train, y test = train test split(X scaled, y, test size=0.3)
# Model

model = KNeighborsClassifier (n neighbors=3)

model.fit (X train, y train)

predictions = model.predict (X test)

print ("Accuracy:", accuracy_ score(y test, predictions))

Project Idea:
Movie Recommendation System — Recommend movies to users based on their viewing history or preferences.
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Week-6

Introduction to Neural Networks

What is a Neural Network?

A Neural Network is a computational model inspired by the way the human brain works. It is a key concept in machine learning
and artificial intelligence used to recognize patterns, make predictions, and solve complex problems.

Inspired by the Human Brain

The human brain has billions of neurons connected through synapses. Similarly, in a neural network, we have artificial neurons
(also called nodes or units) organized in layers that process input data.

Basic Structure of a Neural Network

1. Input Layer:
Takes in the initial data (e.g., images, numbers, text).
2. Hidden Layers:
Performs computations and learns patterns from the data.
3. Output Layer:
Produces the final result or prediction (e.g., "Yes"/"No", category labels).

Key Components

Weights:
These are the adjustable values that determine the importance of each input in the learning process.
Activation Function:

Decides whether a neuron should be activated or not. It introduces non-linearity.
Examples: ReLU, Sigmoid, Tanh

How Does a Neural Network Learn?

1. Forward Propagation:
Data passes from input to output through the layers.
2. Loss Function:
Calculates how wrong the prediction is compared to actual output.
3. Backpropagation:
Adjusts the weights by sending error signals backward.
4. Gradient Descent:
Optimization algorithm that updates the weights to minimize the error.

Applications of Neural Networks

Field Example Use Case

Image Recognition Face detection, object classification

Language Processing | Virtual assistants, translation, chatbots

Prediction Stock market, weather forecasting

Robotics Navigation and control of robots
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How to Start Learning Neural Networks

e  Use beginner-friendly libraries: Keras, TensorFlow
e  Use platforms like Google Colab (no installation needed)
e  Start with simple datasets like MNIST (digit recognition)

Summary Table

Component Description
Purpose Recognize patterns and make predictions
Layers Input, Hidden, Output

Learning Method | Backpropagation with Gradient Descent

Real-World Use | Vision, voice, text, prediction tasks

Perceptron and ANN Basics

1. What is a Perceptron?

A Perceptron is the most basic type of neural network unit—it mimics a single neuron in the human brain.

Structure:
o Inputs (X1, X2, «eey Xn)
e Weights (W1, Wz, ..., Wy)
e Bias(b)
e Activation Function
Working:

It computes a weighted sum of inputs + bias, then passes the result through an activation function to produce output (usually 0 or
1).

Formula:
Output = Activation( wix; + WpXp + ... + wWpX, + b )
Example Use:

e  Classify emails as Spam or Not Spam
e  Predict if a student will pass or fail

2. Artificial Neural Network (ANN)

ANN is a network made by combining multiple perceptrons. It is more powerful and can handle complex patterns.
Architecture:

1. Input Layer

o Takes the raw data (e.g., image pixels, text, numbers)
2. Hidden Layer(s)

o One or more layers where neurons perform computations
3. Output Layer

o Gives the final prediction (e.g., class A, B, C)
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ANN Diagram (Simple):

[Input] — [Hidden Layer] — [Output]

Each circle (neuron) is a perceptron, and arrows represent weights.

Activation Functions in ANN

Used to introduce non-linearity so that the model can learn complex relationships.

Function Purpose Output Range
Sigmoid | Binary classification Oto1l

RelLU Fast, avoids vanishing gradients | 0 to o=

Tanh Zero-centered output -1to1l

Why Use ANN Over Simple Models?

Feature Perceptron ANN
Can learn non-linear? (1 No [ Yes
Handles multiple classes? | [1 Only binary | [7 Yes (multi-class)
Real-world applications Limited Extensive (NLP, vision, etc.)
ANN Use Cases

Handwriting recognition (MNIST digits)
Image classification (e.g., cats vs dogs)
Sentiment analysis (positive/negative reviews)
Predicting stock market trends

In Summary

Concept Perceptron ANN
Layers Single Multiple (input, hidden, output)
Power Simple problems only | Complex pattern recognition
Learnability | Linear boundaries Non-linear patterns
Real use Very limited Widely used in Al today

Below are two simple Python code examples- one for a Perceptron (using Scikit-learn) and the other for a basic Artificial Neural
Network (ANN) using TensorFlow/Keras. These are beginner-friendly and good for demonstrating core concepts.

1. Perceptron Example using Scikit-learn

# Import required libraries

import pandas as pd

from sklearn.linear_model import Perceptron

from sklearn.model_selection import train_test_split

from sklearn.metrics import accuracy_score

# Create a simple binary classification dataset

data ={
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'Featurel’: [2,4, 1, 3, 6, 8],
'Feature2': [1,3, 2,5, 2, 1],
‘Label: [0,1,0,1,1, 1]

}

df = pd.DataFrame(data)

# Define features and target label
X =df[['Featurel’, 'Feature2']]

y = df['Label']

# Split into training and testing sets

X_train, X_test, y_train, y_test = train_test_split(X, y, test_size=0.33, random_state=42)

# Build the Perceptron model
model = Perceptron(max_iter=100, eta0=1, random_state=42)

model fit(X_train, y_train)

# Predict on test data

y_pred = model.predict(X_test)

# Evaluate accuracy
accuracy = accuracy_score(y_test, y_pred)

print("Perceptron Model Accuracy:", accuracy)

Explanation:

This code builds a Perceptron model on a small custom dataset using Scikit-learn. It splits the data into training and testing sets,
trains the model, and evaluates the prediction accuracy.

2. Simple ANN Example using Keras (TensorFlow)
# Import libraries
import numpy as np

from tensorflow.keras.models import Sequential
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from tensorflow.keras.layers import Dense

from tensorflow.keras.optimizers import Adam

# XOR dataset — classic nonlinear problem
X =np.array([

[0, 0],

[0, 1],

[1,0],

[1,1]
1)

y =np.array([0, 1, 1, 0]) # XOR output

# Build a simple ANN model

model = Sequential()

# Hidden layer with 2 neurons and RelU activation
model.add(Dense(2, input_dim=2, activation="relu'))
# Output layer with sigmoid activation

model.add(Dense(1, activation="sigmoid’))

# Compile the model

model.compile(loss='binary_crossentropy’, optimizer=Adam(learning_rate=0.01), metrics=['accuracy'])

# Train the model

model.fit(X, y, epochs=500, verbose=0)

# Evaluate the model
loss, accuracy = model.evaluate(X, y, verbose=0)

print("ANN Model Accuracy:", accuracy)

Explanation:

This code trains a simple feedforward neural network to solve the XOR logic problem. It uses one hidden layer and sigmoid
output to handle binary classification. It demonstrates how ANNs can handle non-linear problems where a Perceptron may fail.
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What are Activation Functions?

An activation function decides whether a neuron should be activated or not by calculating a weighted sum and adding bias, then
applying a transformation. It introduces non-linearity into the model, allowing it to learn complex patterns.

Types of Activation Functions
1. Sigmoid Function

e Formula:

1
1+e*

o(z) =

¢ Output Range: (0, 1)
o Use Case: Binary classification (e.g., yes/no)
Pros:

e Smooth gradient
e  Output values between 0 and 1

e Vanishing gradient problem
e Slow convergence

2. Tanh (Hyperbolic Tangent)

e Formula:
)

tanh(z) = e. c
et +e %

e Output Range: (-1, 1)
e Use Case: Binary classification (zero-centered)

[1 Pros:

e  Zero-centered outputs
e  Stronger gradients than sigmoid

[J Cons:
e Also suffers from vanishing gradient
3. ReL.U (Rectified Linear Unit)
e Formula:
f(x) = max (0,x)

o Output Range: [0, «)
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e Use Case: Most commonly used in hidden layers
[J Pros:

e Simple and fast
e  Helps with convergence

[J Cons:
e Can cause "dead neurons” (no learning if input < 0)
4. Leaky ReLU

e Formula:

T, ifz >0
flz) = {0.011‘, ifz <0

Pros:
e  Fixes dead neuron problem of ReLU
5. Softmax

e Use Case: Multi-class classification (final output layer)
e Function: Converts raw scores into probabilities that sum to 1

Summary Table-

Activation Range Use Case Notes

Sigmoid Oto1l Binary classification | Can vanish gradient

Tanh -1tol Binary classification | Zero-centered

RelLU Otooo Hidden layers Fast but can "die"

Leaky ReLU | -oo to oo | Hidden layers Allows small negative values
Softmax Oto1l Multi-class output Used in final layer

In Simple Words:

Activation functions decide:

"Should this neuron fire or not?"
They help the network learn complex things like images, voice, and language.

Python code examples of all major activation functions using TensorFlow/Keras, explained in simple English.

Basic Setup

import tensorflow as tf

from tensorflow.keras.models import Sequential

from tensorflow.keras.layers import Dense, Activation
import numpy as np

1. Sigmoid Activation Function

model = Sequential ([
Dense (10, input shape=(4,), activation='sigmoid'),
Dense (1, activation='sigmoid')

1
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model . summary ()

[1 Used in binary classiftation tasks.
[J Output range: O to 1

2. Tanh Activation Function

model = Sequential ([
Dense (10, input shape=(4,), activation='tanh'),
Dense (1, activation='sigmoid')

1)

[] Better than sigmoid in some cases as output is centered around 0
[ Outputrange: -1to 1

3. ReLU (Rectified Linear Unit)

model = Sequential ([
Dense (10, input shape=(4,), activation='relu'),
Dense (1, activation='sigmoid')

1

[1 Most commonly used in hidden layers
[ Output: 0 to oo
[1 Neurons can "die" for negative values

4. Leaky ReLU

For Leaky ReL U, use the LeakyReLU class from Keras:

from tensorflow.keras.layers import LeakyReLU

model = Sequential ([
Dense (10, input shape=(4,)),
LeakyReLU (alpha=0.01),
Dense (1, activation='sigmoid')

1

O Solves the "dead neuron"problem in ReLU
[ Allows small negative output

5. Softmax Activation Function

Used in multi-class classification (output layer):

model = Sequential ([
Dense (10, input shape=(4,), activation='relu'),
Dense (3, activation='softmax') # For 3-class output

1

[1 Converts outputs into probabilities that sum to 1
[1 Used in final layer for classification into more than 2 classes

Run the Model on Dummy Data

# Dummy dataset: 100 samples, 4 features, 3 output classes

X = np.random.rand (100, 4)

y = tf.keras.utils.to categorical (np.random.randint (3, size=(100,)), num classes=3)

model.compile (optimizer="adam', loss='categorical crossentropy', metrics=['accuracy'])
model.fit (X, y, epochs=5, batch size=10)
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Summary

Activation | Output Range Used In Notes

Sigmoid Otol Binary classification Probabilistic output

Tanh -1tol Balanced output tasks Centered around zero

RelLU Otooo Hidden layers Fast and simple

Leaky ReLU | -oo to oo Hidden layers Prevents "dead" neurons
Softmax Oto1l Output layer (multi-class) | Converts to class probabilities

Introduction to TensorFlow/Keras

TensorFlow and Keras are among the most popular tools used today to build and train machine learning and deep learning
models.

What is TensorFlow?
TensorFlow is an open-source machine learning framework developed by Google. It provides:

Flexible ecosystem: Tools for training and deploying models across desktops, servers, mobile, and even web.
High performance: Supports GPU and TPU acceleration.

Scalability: Works for both small experiments and large-scale production systems.

Graph-based computation: Models are defined as computational graphs, allowing for efficient optimizations.

Originally, TensorFlow code was quite low-level and complex. However, higher-level APIs like Keras have made it much more
user-friendly.

What is Keras?

Keras is a high-level deep learning API, now integrated tightly into TensorFlow as t £ . keras. It is designed to make deep
learning:

User-friendly: Simple syntax and easy model-building.

Modular: Models are built as sequences or graphs of layers.

Fast prototyping: Quickly try ideas and test neural networks.

Flexible: Supports custom layers, models, and training loops for advanced users.

Before TensorFlow 2.x, Keras existed as a separate library. Now, TensorFlow has officially adopted Keras as its high-level API.

Why Use TensorFlow/Keras?

Ease of use: Keras makes defining and training models straightforward, even for beginners.

Production-ready: TensorFlow offers tools for deploying models on cloud, mobile, web, or embedded devices.
Extensive community and resources: A huge ecosystem of tutorials, documentation, and pre-trained models.
Supports both beginners and experts: Simple APIs for quick development, but advanced features for researchers and
developers.

Typical Workflow
A typical deep learning workflow using TensorFlow/Keras looks like this:

1. Import libraries

import tensorflow as tf
from tensorflow import keras

2. Prepare data
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(x_train, y train), (x test, y test) = keras.datasets.mnist.load data()

x _train = x_train / 255.0
x test = x_test / 255.0

3. Define the model

model = keras.models.Sequential ([
keras.layers.Flatten (input shape=(28, 28)),
keras.layers.Dense (128, activation='relu'),
keras.layers.Dropout (0.2),
keras.layers.Dense (10, activation='softmax')

1)
4. Compile the model

model.compile (optimizer="'adam',
loss="'sparse categorical crossentropy',
metrics=["'accuracy'])

5. Train the model
model.fit (x train, y train, epochs=5)
6. Evaluate performance

model.evaluate (x_test, y test)

Key Features

e Pre-trained Models (e.g., ResNet, VGG, BERT) for transfer learning.

e TensorBoard for visualizing metrics and computational graphs.

e Custom Layers & Models for advanced experimentation.

e Distribution Strategies for multi-GPU and multi-machine training.
Conclusion

TensorFlow and Keras together provide a powerful toolkit for building everything from simple neural networks to cutting-edge
deep learning applications. Whether you’re a beginner experimenting with small models or an engineer deploying large systems,
these tools offer flexibility, speed, and ease of use.
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Week- 7

Al Tools & Applications

Today, we live in the age of Artificial Intelligence (Al). Al is transforming how we work, learn, and interact with the world.
There are many tools and applications powered by Al, used across different fields. Let’s explore them in detail.

Al Tools

Al tools are software libraries, frameworks, or platforms that help build, train, and deploy Al models. Some of the most popular
Al tools are:

1. TensorFlow
e An open-source library developed by Google.
e Useful for building machine learning and deep learning models.
e Supports GPU and TPU acceleration.
2. Keras
o High-level API for TensorFlow.
e  Makes building models easy and quick for prototyping.
e Simple, readable code syntax.
3. PyTorch
e Developed by Facebook.
e Very popular in the research community.
e  Supports dynamic computational graphs for flexibility.

4, Scikit-learn

e  Great for classical machine learning algorithms.
e  User-friendly and excellent for small projects.

5. OpenAl Tools (e.g., ChatGPT, DALL-E)

e Used for understanding and generating natural language.
o  Useful for text, image, and code generation tasks.

Al Applications
Al is being used in almost every field today. Here are some important applications:
1. Voice Assistants

o  Examples: Siri, Alexa, Google Assistant.

e Understand spoken commands and respond.

e Help control smart home devices, answer questions, set reminders.

2. Image and Face Recognition

o Identify faces in photos.
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e Used in security, social media tagging, login systems.
3. Natural Language Processing (NLP)

e  Understand and process human language.
e Used in chatbots, virtual assistants, language translation, text summarization.

4. Automated Driving

e  Self-driving cars like Tesla.
e  Use sensors and cameras to navigate roads.

5. Healthcare Al

e Predict diseases.
e Analyze medical images (e.g., cancer detection).

6. E-commerce and Recommendation Systems

e Suggest products or content on sites like Amazon and Netflix.
e Understand user preferences to provide personalized experiences.

7. Business Analytics and Finance
e  Predict stock markets.

o  Detect fraud.
e Analyze customer data for insights.

Advantages of Al
e Improves speed and efficiency.
e  Saves human effort and time.
e Helps in better decision-making.
e  Opens doors for innovation and new discoveries.

Challenges of Al
e Privacy and data security concerns.
e Bias in Al models leading to unfair decisions.
e Impact on jobs and employment.
e Ethical and technical questions.

Conclusion

Al tools and applications have taken technology to new heights. Whether in healthcare, business, or everyday life — Al is
becoming a part of everything we do. In the future, AI’s role will grow even bigger, making it important for us to learn and
understand it.
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Al in Image Recognition, NLP, and Chatbots

Artificial Intelligence (Al) has brought significant progress in many fields. Among the most impactful areas are Image
Recognition, Natural Language Processing (NLP), and Chatbots. Let’s understand how Al powers these technologies.

Al in Image Recognition

Image Recognition is the ability of computers to “see” and understand images like humans do. Al makes this possible using
techniques such as deep learning and convolutional neural networks (CNNS).

Key Features:

e Object Detection
Al systems can identify and locate objects within an image. For example, detecting cars, pedestrians, or animals in
photos.
e Facial Recognition
Al can analyze facial features to recognize individuals, used in security systems, smartphones, and social media tagging.
e Medical Imaging
Al assists doctors by detecting diseases in medical scans, like tumors in MRI images or signs of pneumonia in chest X-
rays.
e Image Classification
Al categorizes images into groups, e.g., recognizing whether a photo contains a cat, dog, or other object.

Benefits:
e Fast and accurate analysis of visual data

e Reduces human error in tasks like diagnosis
e Enables automation in areas like surveillance and quality control

Al in Natural Language Processing (NLP)

Natural Language Processing (NLP) is the branch of Al that enables machines to understand, interpret, and generate human
language.

Applications:

e Language Translation
Tools like Google Translate convert text between different languages.

e Sentiment Analysis
Al analyzes opinions and emotions in text, used in social media monitoring and customer feedback analysis.

e  Text Summarization
Al creates shorter versions of long documents while preserving meaning.

e Speech Recognition
Converts spoken words into text, used in voice assistants and transcription services.

e Question Answering
Al can answer user questions, such as search engines or virtual assistants.

Benefits:
e  Makes human-computer interaction natural and efficient

e Saves time in processing and analyzing text data
o Enables accessibility features like voice commands and captions

Al in Chatbots

Chatbots are Al-powered systems designed to simulate conversations with humans through text or voice interactions.
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Types of Chatbots:

e Rule-Based Chatbots
Follow pre-defined scripts. Suitable for simple FAQs but cannot handle complex conversations.
e Al Chatbots
Use NLP and machine learning to understand context and respond more naturally. They can learn and improve over time.

Use Cases:

e  Customer Support
Chatbots handle customer queries, complaints, and service requests 24/7.
e E-commerce Assistance
Help users find products, track orders, and complete purchases.
e Healthcare Support
Provide health advice, appointment bookings, and basic medical information.
e Education and Training
Act as virtual tutors or interactive learning assistants.

Benefits:
e Instant responses to user queries
e Reduces workload for human support teams
e Improves customer experience
e  Cost-effective for businesses

Conclusion

Al in image recognition, NLP, and chatbots has revolutionized how we interact with technology. From understanding visuals to
conversing naturally in human language, Al is making machines smarter and our lives easier. As Al continues to advance, we can
expect even more innovative and helpful applications in these fields.

Tools: OpenCV and Hugging Face Demo

In the world of Al and machine learning, many tools help us process images, analyze text, and build smart applications. Two
popular tools are OpenCV and Hugging Face Demo. Let’s learn about them in detail.

OpenCV

OpenCV (Open Source Computer Vision Library) is an open-source library used for computer vision and image processing
tasks.

Key Features

e Image Processing
Read, save, and edit images (e.g., change colors, resize, crop).

e Face Detection
Detect faces in photos or video streams.

e  Object Detection and Tracking
Identify and track objects in videos.

e Filters and Effects
Apply visual effects and filters to images.

e  Machine Learning Support
Supports basic machine learning tools like SVM, kNN, etc.

Applications
e  Security systems (e.g., CCTV analysis)
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Medical imaging

Self-driving cars

Robotics

Mobile apps for image editing

OpenCV supports programming languages like Python, C++, and Java, making it widely usable for developers.

Hugging Face Demo

Hugging Face is a popular platform offering models and tools for NLP, computer vision, and other Al tasks. Hugging Face
provides many pre-trained models and interactive demos that anyone can try directly online.

Key Features

e  Pre-trained Models
Ready-to-use models for NLP tasks such as BERT, GPT, RoBERT , etc.
e Interactive Demos
Try models directly on the website for tasks like:
o Text generation
o Text summarization
o Translation
o Image captioning
o  Sentiment analysis
e Transformers Library
A powerful Python library that allows developers to integrate Al models into their applications easily.
e Community Models
Thousands of models shared by users around the world for different languages and tasks.

Applications

Chatbots and virtual assistants
Document summarization
Content generation

Language translation

Image captioning

Hugging Face makes it easy for beginners and developers to experiment with powerful Al without building models from scratch.
Conclusion

OpenCV is excellent for working with images and video, while Hugging Face Demo provides quick access to powerful Al
models for natural language and vision tasks. Both tools help accelerate Al projects and make complex tasks much simpler.
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Week- 8

Project & Presentation

Final Project for Al Course (Beginner to Intermediate)

Project Title

“Smart Al Assistant: Image and Text Intelligence”

Project Overview

In this project, learners will build a simple Al assistant that can:

[ Analyze images to detect objects or faces (using computer vision)
[0 Perform text sentiment analysis or text summarization (using NLP)
[0 Provide userfriendly output via a simple Python interface or notebook

This project combines multiple Al skills learned during the course and demonstrates practical applications of Al.

Objectives

Apply machine learning and deep learning concepts

Work with popular Al libraries (OpenCV, scikit-learn, TensorFlow/Keras, Hugging Face)
Handle image and text data

Integrate multiple Al tasks into one application

Gain experience in coding and project presentation

Tools & Libraries

Python (Jupyter Notebook recommended)
OpenCV

scikit-learn

TensorFlow/Keras

Hugging Face Transformers

Pandas, NumPy

Matplotlib / Seaborn (for visualization)

Project Tasks

Below are two core modules to complete. Learners can choose one or implement both for a richer project.

Module 1 - Image Processing (Computer Vision)

Option A — Object or Face Detection
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Load an image using OpenCV

Convert image to grayscale

Detect faces or objects using pre-trained models (e.g. Haar cascades in OpenCV)
Draw rectangles around detected regions

Display the result

[0 Bonus: Build a simple image classifier using a pre-trained CNN (e.g. Keras models like MabileNet).

Module 2 - Text Processing (NLP)

Option A — Sentiment Analysis

Load a text dataset (e.g. movie reviews, tweets)

Clean and preprocess text (remove punctuation, lowercase, etc.)
Use scikit-learn or Hugging Face to build a sentiment classifier
Predict sentiment (Positive, Negative, Neutral) for new text input

Option B — Text Summarization

e Load along piece of text (news article, blog)
e Use a Hugging Face summarization model
e  Generate a summary of the text

[0 Bonus: Build a small chatbot using Hugging Face pipelines.

Integration (Optional)

e Build a simple CLI or notebook interface:
o User can choose to upload an image OR enter text
o Based on choice, run the respective analysis
o Display results in a user-friendly way

Sample Workflow

[J Image Input
— Detect faces — Display image with boxes

[J Text Input
— Run sentiment analysis — Display “Positive” / “Negative”

OR

— Run summarization — Display summarized text

Suggested Datasets

e Images:

o Use your own photos

o Public datasets like CIFAR-10, Open Images, or random images from the web
e Text:
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o IMDB Reviews Dataset
o Twitter sentiment datasets
o Any news articles for summarization

Project Deliverables

e Python code or Jupyter Notebook

e Documentation:
o Overview of the problem
o Description of methods and tools used
o  Screenshots of results

e  Short presentation (3-5 slides) covering:

o Project objective
o Approach

o Results

o Challenges faced

Evaluation Criteria

Code quality and documentation

Correct implementation of models

Clear explanation of the project

Creativity in integrating image and text analysis
Presentation quality

I e |

Project Duration

e Total time: ~1 week
e  Estimated effort: 10-15 hours

Benefits for Learners

Hands-on experience integrating computer vision and NLP

A practical project to showcase on resumes, portfolios, or LinkedIn

Improved confidence in working with popular Al tools

Understanding of how real-world Al applications combine multiple techniques

Optional Extension ldeas:
o  Build a small web app (using Streamlit) to upload images and analyze text
e  Try other tasks like object detection using YOLO or Faster R-CNN
o  Experiment with voice-to-text and integrate with the chatbot

This project is designed to be achievable for beginners yet challenging enough to push learners to an intermediate level.
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Final Presentation Template - Al Course (Beginner to Intermediate)

Slide 1 - Title Slide

Project Title
Student’s Name
Course Name
Instructor’s Name
Date

Slide 2 - Introduction

e Brief description of your project
e Why did you choose this topic?
e What problem are you solving?

Slide 3 - Project Objectives

e Key goals of your project:
o E.g. Detect faces in images
o Analyze sentiment of text
o Build a simple Al assistant

Slide 4 - Tools and Libraries Used

e List the main tools/libraries:
o Python

Jupyter Notebook

OpenCV

scikit-learn

TensorFlow/Keras

Hugging Face, etc.

O O O O O

Slide 5 - Data and Preprocessing

o  Describe your dataset(s):

o Size of data

o Type (images, text, etc.)

o Source (self-collected or online datasets)
o  Briefly explain preprocessing steps:

o Cleaning data

o Resizing images

o Text tokenization, etc.

Slide 6 - Model Development

o Explain:
o Which algorithms/models you used
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o Why you chose those models
o Any challenges faced

-52 —

Slide 7 - Results

e  Show:
o Accuracy or performance metrics

o Sample outputs (e.g. images with detected faces, sentiment analysis results)

o Graphs/charts if available

Slide 8 - Demo (Optional)

e Short video demo or live demonstration
e  Show your application running
o  Explain how the user interacts with it

Slide 9 - Challenges Faced

e  What problems did you encounter?
e How did you solve them?
e  What would you improve if you had more time?

Slide 10 - Conclusion

e What did you learn from this project?
e How can this project be expanded in the future?
e Any final thoughts?

Slide 11 - Thank You

e Contact details (optional)
e A simple “Thank You” message

Presentation Tips

[1 Keep slides clear and minimal
[0 ke visuals (charts, screenshots)
[1 Speak slowly and confidently

[1 Practice your timing

[0 Stay within 510 minutes
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Example Slide Titles

Title Slide
Introduction
Objectives

Tools & Libraries
Data & Preprocessing
Model Development
Results

Dano

Challenges
Conclusion

Thank You

Oooooogoooogo

Bonus for Students
Consider ending with:

“I’m excited to continue learning Al and building more projects in the future!”
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3-Month Al Course- Intermediate Level-ebook

Syllabus Covered (Intermediate Level)

(Adds NLP, Deep Learning, and real-world datasets)

Month 1 & 2: (As above)
Month 3:
Week 9: Deep Learning Essentials

o Convolutional Neural Networks (CNNs)
e RNNs and LSTMs (basics)

Week 10: Natural Language Processing (NLP)

o Text preprocessing, Bag of Words

o Sentiment analysis, Text classification

Week 11: Al Model Deployment

e Saving models (Pickle/Joblib)
e Deploying with Flask or Streamlit

Week 12: Final Project

e Choose project: Text, Image, or Data-based

e Presentation
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Week- 9

Deep Learning Essentials

What is Deep Learning?

Deep Learning is a subfield of Machine Learning where computers learn to recognize complex patterns in data using neural
networks with multiple layers. These “deep” networks can automatically learn features from raw data, reducing the need for
manual feature engineering.

Key Concepts in Deep Learning

1. Artificial Neural Networks (ANNS)
e Inspired by how the human brain works.
e  Consist of interconnected “neurons” organized in layers.
e Each neuron applies weights and an activation function to transform inputs.
2. Layers in Neural Networks
e Input Layer — receives raw data (e.g. pixel values).
e Hidden Layers — learn intermediate features.
e Output Layer — produces predictions (e.g. class labels).
The term “deep” comes from having many hidden layers.
3. Activation Functions
Help neural networks learn complex patterns by introducing non-linearity. Common examples:
ReLU (Rectified Linear Unit)
Sigmoid

Tanh
Softmax (for multi-class outputs)

4. Loss Function
Measures how well the model’s predictions match the true labels. Examples:

e  Mean Squared Error (MSE) — for regression
e  Cross-Entropy Loss — for classification

5. Backpropagation
e  Core algorithm to train neural networks.
e  Calculates how much to adjust each weight to reduce loss.
e Works using the chain rule of calculus.

6. Optimization Algorithms

These help update the weights efficiently:

Gradient Descent

Adam

RMSProp
SGD (Stochastic Gradient Descent)
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Popular Deep Learning Architectures

Convolutional Neural Networks (CNNs)

e  Excellent for image and video data.
e  Use filters to detect edges, textures, shapes.

Recurrent Neural Networks (RNNSs)

o Designed for sequential data (like time series or text).
e  Can capture patterns across sequences.

Long Short-Term Memory (LSTM)

e A special type of RNN.
e Solves problems like “vanishing gradients.”
e Useful in tasks like speech recognition, language modeling.

Why is Deep Learning Powerful?

e Learns directly from raw data (images, text, sound).
e  Can outperform traditional ML in complex tasks.
e  Powers modern applications:

o Face recognition

o  Self-driving cars

o  Speech assistants (e.g. Siri, Alexa)

o Machine translation

Tools Used in Deep Learning

TensorFlow

Keras

PyTorch

OpenCV (for computer vision)

Challenges in Deep Learning

Requires lots of data.

Needs powerful hardware (like GPUs).

Can be prone to overfitting.

Sometimes difficult to interpret why models make certain predictions.

In short, Deep Learning is a powerful technique enabling modern AI breakthroughs. It helps machines “see,” “hear,” and

“understand” like humans, transforming industries worldwide.

Convolutional Neural Networks (CNNs)

What are CNNs?

Convolutional Neural Networks (CNNSs) are a special type of deep learning model designed to process data that has a grid-like

structure, such as images.

CNNs automatically learn to detect patterns like edges, shapes, and textures, making them highly effective for tasks in computer

vision and image analysis.
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Why Use CNNs?

e Traditional neural networks struggle with images because they have too many pixels (features).
e CNNs handle images efficiently by:

o Reducing the number of parameters.

o Focusing on local patterns.

o Maintaining spatial relationships between pixels.

Key Components of CNNs

1. Convolutional Layer

Core building block of a CNN.

Uses filters (small matrices) to scan across the image.
Detects features like edges, corners, and textures.
Each filter produces a “feature map.”

2. Activation Function

e Adds non-linearity so the network can learn complex patterns.
e Common activation:
o ReLU (Rectified Linear Unit)

3. Pooling Layer

o Reduces the size of feature maps (downsampling).
e Helps:

o Reduce computation.

o Make features more robust to small shifts in the image.
e Types:

o Max Pooling — takes the largest value.

o Average Pooling — takes the average value.

4. Fully Connected Layers (Dense Layers)

e  After several convolutional and pooling layers, the data is flattened and passed through fully connected layers.
e These layers make final predictions (e.g. classifying if an image is of a cat or dog).

How CNNs Process an Image

Input Image — pixel matrix (e.g. 28%28 grayscale).

Convolution Layers — extract features.

Pooling Layers — reduce size while keeping important info.

Fully Connected Layers — combine features to classify or predict.
Output Layer — provides the final result (e.g. probabilities for each class).

ISR

Popular CNN Architectures

LeNet — one of the first CNNs, used for digit recognition.
AlexNet — brought CNNs into popularity after winning ImageNet.
VGGNet — uses many small filters.

ResNet — adds “skip connections” to train deeper networks.
Inception — uses filters of multiple sizes in parallel.

Applications of CNNs

CNNs are widely used in:
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Image classification — recognizing objects in pictures.
Face detection and recognition.

Selfdriving cars — understanding surroundings.
Medical imaging — detecting tumors in scans.

Object detection — locating items in images.

Style transfer — turning photos into artwork.

Oooogoog

Challenges

e Require lots of data for good performance.
e Need powerful hardware (GPUSs).
e  Can be prone to overfitting if the model is too complex.

In short, CNNs revolutionized how machines “see” the world. They’re the backbone of modern computer vision
applications, enabling machines to detect and understand patterns in images and videos.

Recurrent Neural Networks (RNNs) and LSTMs (Basics)

What are RNNs?

Recurrent Neural Networks (RNNS) are a type of neural network specially designed to handle sequential data, such as:

Text

Time series
Speech
Music
Sensor data

Unlike regular neural networks, RNNs have memory — they remember information from previous steps in the sequence, which
helps them understand context and patterns over time.

How Do RNNs Work?

¢ Inan RNN, the output from the previous step is fed back into the network as input for the current step.
e Think of it like reading a sentence:

o Each word depends on the words before it.
e The network “loops” over time steps, sharing parameters across the sequence.

Simple RNN Cell
Each RNN cell performs:

Takes input xtx_txt at time ttt

Takes previous hidden state ht—1h_{t-1}ht-1
Calculates new hidden state hth_tht
Produces output yty tyt

This makes RNNs powerful for tasks where order matters.
Problems with Simple RNNs

Despite their strengths, vanilla RNNs have big issues:

Vanishing Gradient Problem
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e Inlong sequences, the gradients become tiny during backpropagation.
e This makes it hard for the network to learn long-term dependencies.
e In simple terms: the model “forgets” information from far back in the sequence.

Enter LSTMs!

Long Short-Term Memory networks (LSTMs) were invented to solve the vanishing gradient problem.
What Makes LSTMs Special?

e LSTMs have a more complex cell structure:
o Cell state — a pathway that carries long-term memory.
o Gates — special mechanisms that control what to remember or forget:
» Forget Gate — decides what to discard from memory.
= Input Gate — decides what new info to store.
= Qutput Gate — decides what to output.

This helps LSTMs remember information for longer periods, even across hundreds of time steps.

RNNs vs LSTMs

Feature Simple RNN | LSTM

Handles short-term memory well | [ O

Handles long-term dependencies | [ O

Complexity Simple More complex (gates)
Training stability Less stable | More stable

Applications of RNNs and LSTMs

Language modeling(predicting next word)
Sentiment analysis (understanding tone in text)
Speech recognition

Timeseries forecasting (e.g. stock prices)
Machine translation

Music generation

Ooooogod

Simple Example: Text
Imagine the sentence:
“The sky is blue.”

A simple RNN or LSTM processes it word by word, remembering the context:

e Input “The” — predicts possible next words.

e Input “sky” — understands it’s about weather or nature.

e Input “is” — expects an adjective or noun.

e Input “blue.” — completes the sentence meaningfully.
Why LSTMs Are Popular

e LSTMs can look far back in sequences and still make good predictions.
e They’re more robust for real-world sequential data.

In summary, RNNs and LSTMs are key tools for understanding data where order and context matter. LSTMs improve on RNNs by
solving memory problems, making them essential for many modern Al applications.
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Week-10

Natural Language Processing (NLP)

What is NLP?

Natural Language Processing (NLP) is a field of Artificial Intelligence (Al) that focuses on enabling computers to understand,
interpret, and generate human language.

e  “Natural Language” means the language humans speak — like English, Hindi, Spanish, etc.
e NLP bridges the gap between human communication and computer understanding.

Why is NLP Important?
Human language is:

Complex

Full of grammar rules

Context-sensitive

Ambiguous (same words can have multiple meanings)

NLP allows machines to:

[ Understand text or speech

[0 Extract meaning andinsights

[0 Communicate back in humanlike language

Common Applications of NLP
[J Chatbots & Virtual Assistants

e Siri, Alexa, Google Assistant
e  Answer questions, perform tasks

[J Machine Translation

e Google Translate
e  Converts text from one language to another

O Sentiment Analysis
e Understand emotions in text (positive, negative, neutral)
[1 Text Summarization
e Shorten long documents into key points
[1 Speech Recognition
e  Convert spoken words into text
[1 Spam Detection
o Identify unwanted emails or messages

[ Information Retrieval
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e  Search engines finding relevant results
Basic Steps in NLP

1. Text Preprocessing
Cleaning and preparing text for analysis:

e Lowercasing

e Removing punctuation

e Removing stopwords (e.g. “the”, “and”)
2. Tokenization

Splitting text into smaller pieces:

e  Words — “I love NLP” — [“T”, “love”, “NLP”]
e  Sentences

3. Stemming and Lemmatization
Reducing words to their root form:

2 ¢

e “running,” “runs” — “run”
4. Vectorization
Converting words into numbers so computers can process them:
e Bag of Words
e TF-IDF
e Word embeddings (Word2Vec, GloVe)
5. Modeling
Using machine learning or deep learning models:
e Naive Bayes

e Logistic Regression
e RNNs, LSTMs, Transformers (advanced models)

Challenges in NLP
e  Ambiguity — “bat” (animal or cricket bat)
e Sarcasm — “Great job!” (could be negative)
e Context — Same words mean different things in different situations
e  Multilingual data — Many languages to handle

The Rise of Transformers
Recent breakthroughs like Transformers have revolutionized NLP:

e Models like BERT, GPT, RoBERTa

e Handle context better

o  Enable state-of-the-art performance in:
o Text generation
o Summarization
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o Translation

NLP in Real Life
Imagine a chatbot:

Understands your question — “What’s the weather today?”’
Figures out your intent

Finds relevant information

Responds naturally — “It’s sunny and 25°C.”

That’s NLP in action!

In summary, NLP makes it possible for machines to “understand” and interact with human language, transforming how
we search, translate, chat, and gain insights from text.

Text Preprocessing and Bag of Words

What is Text Preprocessing?

Text Preprocessing means cleaning and preparing raw text data so that it’s ready for machine learning or NLP models.
Raw text often contains:

Punctuation

Upper and lower case variations

Numbers

Extra spaces

Stopwords (common words like “the”, “is”, “a”)

Models don’t understand text directly — they need clean, consistent input. That’s why preprocessing is crucial.
Common Text Preprocessing Steps
O Lowercasing
e  Convert all text to lowercase so words like “Dog” and “dog” are treated the same.
Example: “Hello World!” — “hello world!”
0 Removing Punctuation & Symbols
e  Strip out commas, periods, special symbols.
Example: “I’m happy.” — “Im happy”
[1 Tokenization
e  Split text into words (tokens).
“Cats love milk.” — [“Cats”, “love”, “milk”]
[1 Removing Stopwords

¢  Common words that add little meaning are removed.
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“This is a cat.” — [“cat”]
[0 Stemming/Lemmatization

e Reduce words to their root form.

99 ¢

“running”, “runs” — “run”
[0 Removing Numbers (if not important)

Why Preprocessing is Important

Makes text uniform

Reduces vocabulary size

Helps models train better and faster
Improves accuracy

Bag of Words (BoW)

Bag of Words (BoW) is one of the simplest ways to represent text as numbers so machine learning models can understand it.

e Itignores grammar and word order.
e  Focuses only on word counts.

How Bag of Words Works
Imagine two sentences:

“I love cats”
“Cats love milk”

First, build a vocabulary of all unique words:

|
love
cats
milk

Now, represent each sentence as a vector showing how many times each word appears.

Sentence 1 - “I love cats”

Word | Count
I 1
love 1
cats 1
milk 0

— Vector: [1, 1, 1, 0]

Sentence 2 - “Cats love milk”

Word | Count
I 0
love 1
cats 1
milk 1
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— Vector: [0, 1, 1, 1]
Pros of Bag of Words

[ Simple and easy to implement
[ Workswell for small texts
[J Useful for models like Naive Bayes

Cons of Bag of Words

[] Ignores word order
[J Can produce large vectors for big vocabularies
[1 Doesn’t capture context or meaning

In short, Text Preprocessing makes raw text usable, and Bag of Words is a basic way to convert words into numbers for
machine learning. They’re both foundational tools in NLP!

Sentiment Analysis

What is Sentiment Analysis?

Sentiment Analysis is a Natural Language Processing (NLP) technique used to determine the emotional tone behind a piece of
text.

It tries to answer:

e s the text positive, negative, or neutral?
e How strong is the emotion?

Examples of Sentiment Analysis

e  “Ilove this phone!” — Positive
e  “This food tastes horrible.” — Negative
e  “It’s an average movie.” — Neutral

Businesses use sentiment analysis to:

[1 Understand customer opinions

[ Monitor social media reactions

[ Analyze reviews for products or services

How Sentiment Analysis Works

1. Text Preprocessing

o Clean the text (lowercase, remove punctuation, etc.)
2. Tokenization

o Break text into words
3. Vectorization

o Convert words to numbers

4. Modeling
o Use machine learning models (e.g., Logistic Regression, Naive Bayes) or deep learning models (LSTMs,
Transformers)
5. Output

o Predict sentiment (e.g. Positive, Negative, Neutral)

Challenges in Sentiment Analysis

e  Sarcasm:
o “Oh great, another Monday.” (Negative sentiment, though words seem positive)
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o Context:
o “Sick” can be positive (cool) or negative (ill)
e Mixed sentiments:
o “The camera is amazing, but the battery life is terrible.”

Text Classification

What is Text Classification?

Text Classification means sorting text into different categories based on its content.
It’s broader than sentiment analysis.
Examples of Text Classification

[1 Classifying emails asSpam or Not Spam
[1 Categorizihg news articles into topics:

e Politics
e Sports
e Technology

[1 Detecting abusive or offensive language
[1 Tagging customer support tickets (e.g. “Billing Issue”, “Technical Problem”)

How Text Classification Works

1. Text Preprocessing
o Clean and prepare text
2. Tokenization
o Break text into words
3. Vectorization
o Turn text into numerical format
4. Modeling
o Train machine learning models:
= Naive Bayes
= Logistic Regression
= SVM
= Deep learning (CNNs, RNNSs, Transformers)
5. Prediction
o Assign text to one or more categories

Difference Between Sentiment Analysis & Text Classification

e Sentiment Analysis is a type of text classification focused on emotions or opinions.
e Text Classification is broader and can cover many topics beyond sentiment.

Why These Tasks Matter

[1 Help businesses undéstand customer feedback
[J Automate organizing large amounts of text data
[J Improve user experience in apps, websites, and chatbots

In short, sentiment analysis finds emotions in text, while text classification sorts text into useful categories. Both are
powerful tools in NLP for understanding and managing human language.
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Week-11

Al Model Deployment

What is Model Deployment?

Model Deployment means taking a trained Al or Machine Learning model and making it available so that people or applications
can use it in the real world.

A model on your laptop is not helpful until you deploy it for others to access—for example:

e Inawebsite or mobile app
e Asaservice for other programs
¢ Integrated into business systems

Why is Deployment Important?

[1 Makes your model usable for real users

[1 Adds business value (not just experiments)
[0 Lets you handle reattime predictions

[0 Integrates Al into products and €rvices

Basic Steps in Model Deployment
1. Save the Model

e  After training, you need to save the model so it can be reused.
e Common formats:

o Pickle (.pkl files)

o Joblib

o ONNX (for cross-platform use)

o SavedModel (TensorFlow)

2. Create an API (Application Programming Interface)

e An APl allows other applications to send data to your model and receive predictions.
e Popular tools for creating APIs:

o Flask (Python)

o FastAPI (Python)

o Django REST Framework

o Node.js / Express (JavaScript)

Example:

e User sends:
"text": "I love this movie!"
e APl returns:
{

"prediction": "Positive"

}
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3. Host the API

e You can host your API locally for testing, but for real users, you need to deploy it on a server or cloud.
Hosting Options:

Heroku (easy for beginners)
AWS (Amazon Web Services)
Google Cloud Platform (GCP)
Microsoft Azure

DigitalOcean

Render.com

4. Add a Front-End (Optional)

e A web or mobile app where users can enter data and see predictions.
Examples:

e  Streamlit apps (great for quick dashboards)

e React/Vue.js web apps

e Mobile apps (Android/iOS)

5. Monitor and Maintain

e  Check how your model performs over time.

e Track:
o Speed
o Errors

o Accuracy on new data
e Update models if data or trends change.

Deployment Tools

O Flask / FastAPI- For Python APIs

O Docker— Package your app so it runs anywhere

[ Kubernetes— Manage many deployed models in production
O Streamlit— Build quick web apps to showcase models

[0 Cloud platforms— Provide scalable infrastructure

Example Use Cases

A sentiment analysis model predicting user reviews on a website
Image recognition model in a mobile app

Chatbot running on a cloud server

Fraud detection model integrated with a bank’s system

Challenges in Deployment

Scaling for many users

Security and data privacy

Monitoring and maintaining models

Handling changing data patterns (concept drift)

In short, Al Model Deployment turns your model from a file on your computer into a real-world tool that people can
actually use. It’s the bridge between research and real impact!
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Saving Models (Pickle / Joblib)

Why Save Your Model?

When you train a Machine Learning or Al model, it learns patterns from your data. But:

e Training can take minutes, hours, or days.
e  You don’t want to retrain every time you want to make predictions.

Saving your model lets you store it as a file and load it later for quick predictions.
Popular Libraries to Save Models
Two of the most common tools in Python are:

0 Pickle
[J Joblib

Saving Models with Pickle

Pickle is a Python library that can save any Python object to a file, including ML models.
How to Save with Pickle

Example with a trained scikit-learn model:

import pickle

# Suppose model is your trained model
with open('model.pkl', 'wb') as f:
pickle.dump (model, f)

e 'wb' means write binary.
How to Load with Pickle
Later, load your saved model like this:

import pickle

with open('model.pkl', 'rb') as f:
loaded model = pickle.load(f)

Now you can use:

result = loaded model.predict (X test)

Saving Models with Joblib

Joblib is another library for saving objects in Python. It’s often faster and more efficient than Pickle for large numpy arrays (like
those in ML models).

How to Save with Joblib
Example:
import joblib
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# Save the model
joblib.dump (model, 'model.joblib')

How to Load with Joblib

import joblib

# Load the model
loaded model = joblib.load('model.joblib")

Then predict:

result = loaded model.predict (X test)

Pickle vs. Joblib

Feature Pickle | Joblib
Saves any Python object | [1 Yes | [] Yes
Large numpy arrays Slow Faster
Common use in ML [JYes | [J Yes
File extensions .pkl | .joblib
When to Use Which?

e Pickle — good for small models, general objects.
e Joblib — better for large models or data with big numpy arrays.

Best Practice

[1 Always save your trained model after training.
[1 Keep track of:

e Your model file
e The training data version
e The code version

This makes it easy to reproduce results and deploy your model!

In short, Pickle and Joblib are your tools to “freeze” your trained model so you can use it anytime without retraining. It
saves time and makes real-world deployment possible.

Deploying with Flask or Streamlit

After training a machine learning or Al model, the next step is to deploy it so people can use it. Two very popular and beginner-
friendly ways in Python are:

| Flask
| Streamlit

Flask Deployment

Flask is a lightweight web framework in Python. It lets you build a web server and expose your model through an API
(Application Programming Interface).

How Flask Deployment Works
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Flask app passes the data to your ML model.
Model makes predictions.
Flask sends back results as a response.

el N S

Example: Flask API for ML Model
Suppose you trained a model for text classification.

Code Example:
from flask import Flask, request, Jjsonify
import pickle

# Load saved model
model = pickle.load(open('model.pkl', 'rb'))

app = Flask(_ name )

@app.route('/predict', methods=['POST'])
def predict():
data = request.json
text = datal'text']
# Example: model expects a list
prediction = model.predict ([text])

-70 -

User sends data (e.g. text, image, numbers) to your Flask app.

return Jsonify ({'prediction': prediction([0]})

if name == ' main ':

app.run (port=5000, debug=True)
To use this API:
e Send a POST request with JSON data:
{ "text": "I love this movie!" }
o  Get response:
{ "prediction": "Positive" }
| Best for:

e Building APIs for other applications
e Integrating with websites, apps, or other backend systems

Streamlit Deployment

Streamlit is a Python library for building interactive web apps easily—perfect for ML demos or dashboards.

e No need to write HTML, CSS, or JavaScript!
e  Great for data scientists wanting to show results quickly.

How Streamlit Works

e You write a Python script using Streamlit functions.
e  Run the script — Streamlit turns it into a web app.

Example: Streamlit App for ML Model (Using Python)

import streamlit as st

Visit us at: www.sarvaindia.com Certified/Licensed by Govt. of India & 1SO 9001:2015

Do Not Copy, Edit & Print without Authorization/Permission ©2024 to present @SITED



SARVA EDUCATION (SITED) (Running- An I.T & Skill Advancement Training Programme) -71-
import pickle

# Load saved model
model = pickle.load(open('model.pkl', 'rb'))

st.title("Text Classification App")

# User input
user input = st.text input ("Enter your text:")

if st.button("Predict"):
prediction = model.predict ([user input])
st.write (f"Prediction: {prediction[O]}")

When you run:
streamlit run app.py

[1 A web page opens automatically in your browser where you can:

Type text
Click “Predict”

See the model’s result

[1 Best for:

Demos
Dashboards

e Internal tools

Flask vs. Streamlit

Feature Flask Streamlit

Type Web framework/API | Interactive app
Frontend needed | Yes (HTML/CSS/JS) No, built-in Ul
Good for Production APIs Prototypes, demos
Easy to learn Medium Very easy

When to Use Which?

00 Flask

— Use when:

e You need a backend API.
e Your app must integrate with other systems.
e  You’re building production-level services.

[J Streamlit
— Use when:

e You want a quick web app without frontend coding.
e  You’re building dashboards or demos.

e You want a beautiful Ul fast.

In short, Flask and Streamlit help you deploy your Al models so real people can use them—either as a backend service
(Flask) or as an interactive web app (Streamlit).
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Week-12

Final Project

Final Project: Al Course (Intermediate Level)

Project Objective
Goal: Apply the skills learned in the course to solve a real-world problem using Al/ML techniques.
Students must:

e Select a problem in either:
o Computer Vision (images)
o Natural Language Processing (text)
o Data Analytics (tabular data)

e Build an end-to-end Al project

e Deploy their model using a simple web app

Skills to Showcase

Data Collection & Preprocessing

Exploratory Data Analysis (EDA)

Machine Learning or Deep Learning Modeling
Model Evaluation Metrics

Saving Models (Pickle/Joblib)

Deployment wih Flask or Streamlit

Clear documentation and presentation

I

Project Options
Option 1: Sentiment Analysis App

Choose a dataset (e.g. Twitter data, Amazon reviews)
Preprocess text (cleaning, tokenization)
Train a classifier (e.g. Logistic Regression, SVM, simple LSTM)

Build a web app:
o User enters text
o App returns sentiment (positive/negative)

Option 2: Image Classifier

Choose a dataset (e.g. CIFAR-10, MNIST, custom images)
Train a CNN model
Evaluate accuracy
Build a web app:
o Upload an image
o Show predicted class

Option 3: Predictive Analytics

Choose tabular data (e.g. House prices, Titanic survival)
Clean and preprocess data
Train ML models (e.g. Random Forest, XGBoost)
Deploy a web app:

o User inputs features
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o App predicts target variable (e.g. price, survival)

Deliverables

Project Code

e All Python code
e Cleanly structured files (e.g. notebooks, scripts)

Model File
e  Saved using Pickle or Joblib
Web Application

e  Built using Flask or Streamlit
e  Allows user input and shows predictions

Documentation

Problem description

Data source and cleaning steps
EDA visuals

Model details and metrics
Instructions to run the app

Final Presentation
e 5-10slides
e  Short demo of the web app
e Challenges faced and lessons learned

Grading Criteria

Criteria Weight

Data handling & preprocessing | 20%

Model accuracy & evaluation 20%

Code quality & organization 15%

Successful deployment 20%
Documentation 15%
Presentation & demo 10%
Suggested Tools
e Python (NumPy, Pandas, scikit-learn, TensorFlow/Keras)
e  Pickle or Joblib
e  Flask or Streamlit
e Matplotlib / Seaborn for plots

Example Datasets

e Text:

o IMDb Reviews

o  Twitter Sentiment datasets
e Images:

o CIFAR-10

o MNIST digits
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e Tabular Data:
o Titanic dataset
o California Housing prices

This final project ensures students practice everything from data handling to deployment — a perfect wrap-up for an
intermediate Al course!

Al Course (Intermediate Level) - Final Presentation

Purpose

— To showcase the student’s final project
— Demonstrate end-to-end application of Al skills
— Practice technical communication

Presentation Structure (Slides)
Slide 1 — Title Slide

Project Title

Student Name

Course Name
Date

Slide 2 — Problem Statement

e  What real-world problem are you solving?
e Why is it important?
e  Business or social impact?

Slide 3 — Data Overview

Data source(s)

Number of rows, columns

Type of data (text, images, tabular)
Key insights from data exploration

Slide 4 — Data Preprocessing

e  Steps taken for cleaning/preparing data
o Missing values
o Text cleaning (if NLP)
o Feature engineering

e Tools/libraries used

Slide 5 — Model Selection & Training
e  Algorithms/models tried
e  Chosen model and why
e  Key hyperparameters
Slide 6 — Model Evaluation
e Evaluation metrics used (accuracy, F1-score, RMSE, etc.)

o Results (tables, charts)
e Any comparison between models
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Slide 7 — Deployment Overview
e How did you deploy your model?
e  Flask or Streamlit?
e Demo screenshots or link
Slide 8 — Application Demo
e  Screenshots of the web app OR live demo
e How does the user interact?
e  Example prediction(s)
Slide 9 — Challenges & Learnings
e  Biggest technical challenges faced
e How you solved them
o Key learnings from the project

Slide 10 — Future Improvements

e  What would you improve if you had more time?
e Additional features or models to try

Slide 11 — Conclusion

e Recap your project in 2-3 lines
e Thank you!

Tips for Students

[0 Keep slides clean and uncluttered

[1 Use visuals: charts, graphs, screenshots

[1 Time your presentation: ~510 minutes

[1 Focus on storytelling, not only technical terms
[ Be prepared for questions

Visual Examples

Charts to include:

e Correlation heatmap
e Sample text pre-processing (before/after)
e Model confusion matrix
e App screenshots
Sample Script (Short)

“Hello, my name is Ananya. My project is a Sentiment Analysis web app which predicts whether a review is positive or
negative. | used a dataset of 50,000 movie reviews from IMDb. I cleaned the text, vectorized it using Bag of Words, and
trained a Logistic Regression model with 89% accuracy. | built the web app using Streamlit, allowing users to enter their
review and get instant sentiment prediction. Through this project, | learned how to deploy models and handle real-world
data challenges. Thank you!”

This presentation outline ensures students cover both technical depth and clarity — perfect for concluding an Intermediate
Al Course!
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6-Month Al Course (Professional Level- ebook)

Syllabus Includes full stack ML, DL, NLP, Deployment + Ethics

Months 1-3: (As above)

Month 4:

e Reinforcement Learning Introduction
e Advanced Deep Learning (Transfer Learning, ResNet, Inception)

e  Object Detection: YOLO, Haar cascades

Month 5:

e Advanced NLP: Transformers, BERT, GPT models overview
e Real-world datasets (Kaggle, UCI)

e Chatbot development with Rasa/Dialogflow

Month 6:

e Al Project Lifecycle & MLOps Basics
e  Model Deployment on Cloud (Heroku, AWS, GCP)
e Ethicsin Al, Bias & Fairness

e Capstone Project & Viva
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Month-4

Reinforcement Learning -Introduction

What is Reinforcement Learning?

Reinforcement Learning (RL) is an area of machine learning where an agent learns to make a sequence of decisions by
interacting with an environment. The agent’s goal is to maximize its cumulative reward over time.

Unlike supervised learning, where data comes with explicit input—output pairs, RL works via trial and error. The agent tries
actions and learns from the feedback it receives, adjusting its strategy to perform better in the future.

“Learning what to do—how to map situations to actions—so as to maximize a numerical reward signal.” — Sutton & Barto,
Reinforcement Learning: An Introduction

Why is RL Different?

[1 No Labeled Data: No direct supervision—only rewards or penalties.

1 Sequential Decision Making: Actions influence future states and rewards.

[0 Exploration vs. Exploitation: Should the agent try new actions (explore) or stick with known good actions (exploit)?
1 Delayed Rewards: Sometimes, the impact of an action is visible only after several time steps.

Core Components of RL

Let’s break RL into its fundamental pieces:
1. Agent

e  The learner or decision-maker.
e Examples: a chess-playing Al, a robot, an autonomous car.

2. Environment

e Everything outside the agent.
e Responds to the agent’s actions and gives feedback.
e Example: the chessboard, the physical world, a simulated game.

3. State (5)

e Arepresentation of the environment at a particular time.
e  For chess: arrangement of pieces.
e For arobot: its location, battery level, sensor readings.

4. Action (a)
e The set of all possible choices the agent can make.
e In chess: moving a specific piece.
¢ Infinance: buy, sell, hold stocks.
5. Reward (r)
e A scalar value indicating the immediate benefit (or cost) of the action.
o Examples: +1 for winning a game, -1 for losing.

e The agent’s ultimate goal is to maximize cumulative reward over time.

6. Policy (m)
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e Defines the agent’s behavior—a mapping from states to actions.
e 7(s)—a
e Can be deterministic (same action every time) or stochastic (probability distribution over actions).

7. Value Function (V(s))

Measures how “good” a state is under a given policy, considering future rewards.
Helps the agent choose actions leading to higher long-term gains.

State-Value Function: expected return from a state.

Action-Value Function (Q(s,a)): expected return from taking action a in state s.

8. Model of the Environment (Optional)

e Some RL algorithms build a model of how the environment behaves:
o Predicts next state given current state and action.
o Useful for planning.

¢ Not all methods require this—e.qg., model-free methods.

How RL Works - The Learning Loop
At each time step:

Agent observes state s.

Chooses an action a based on its policy 7.
Environment transitions to new state s'.

Agent receives a reward r.

Agent updates its knowledge (policy/value functions).
Repeat.

ok wnE

Types of RL Algorithms
> Model-Free Methods

Don’t build a model of the environment. Learn value functions or policies directly.

e Value-Based: Learn value functions to choose actions.
o Q-Learning
o SARSA
e Policy-Based: Learn the policy directly, e.g. by gradient ascent.
o Policy Gradient Methods
e Actor—Critic Methods: Combine both value learning and policy optimization.

> Model-Based Methods

e Learn a model of the environment’s dynamics.
e Simulate future trajectories to plan the best actions.
e Used in planning and robotics.

> Deep Reinforcement Learning

e Uses neural networks as function approximators for value functions or policies.
o Enabled breakthroughs like DeepMind’s DQN, AlphaGo.
o  Example architectures:

o Deep Q-Networks (DQN)

o Deep Deterministic Policy Gradient (DDPG)

o Proximal Policy Optimization (PPO)

o A3C, SAC, etc.
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Key Challenges in RL

Exploration vs. Exploitation

The agent must balance trying new actions vs. exploiting known good ones.

Sparse or Delayed Rewards

Many environments give rewards only after long sequences of actions (e.g. winning a game).
Sample Inefficiency

RL often needs millions of interactions to learn effective policies.

Stability and Convergence

Learning can be unstable with neural networks.

High-Dimensional State Spaces

Image inputs (pixels), sensor readings, etc. require powerful function approximators.

Real-World Applications of RL

Gaming: AlphaGo, AlphaStar (StarCraft), Atari games.

Robotics: Controlling robotic arms, walking robots.

Finance: Algorithmic trading, portfolio optimization.

Healthcare: Personalized treatment plans.

Recommendation Systems: Dynamic personalization.

Industrial Automation: Smart resource allocation, warehouse robotics.
Autonomous Vehicles: Decision-making in complex environments.

Famous Milestones

TD-Gammon (1990s): RL-based program rivaled human Backgammon champions.
AlphaGo (2016): Deep RL beat the world Go champion.

OpenAl Five (2019): Defeated human pro teams in Dota 2.

AlphaZero (2017): Mastered chess, shogi, and Go from scratch via RL.

AlphaFold (2020): Used RL concepts in folding proteins accurately.

Key Equations (Mathematical View)

Return: Total discounted reward from time t onward.

Gy =Ry +7Ria+ 7V Ry + ...

» y=discount factor (0 <y < 1)

Bellman Equation:

For state-value function:
V(s) =E[Req + 2V (se1) | 50 = 8]
For action-value function:

Q(s,a) = E[Ryy1 + yma L (801,a") | 8y = 5,0, = ]
Conclusion

Reinforcement Learning is a powerful framework that allows machines to learn optimal behaviors through experience. It
enables Al to tackle sequential decision-making tasks that were once thought impossible for machines, driving innovations in
games, robotics, healthcare, and beyond.
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Advanced Deep Learning

Transfer Learning

What is Transfer Learning?

Transfer Learning is the concept of reusing knowledge learned from one task to improve performance on a different, but related,
task.

Instead of training a model from scratch—which needs lots of data and compute—you:

e  Start with a pre-trained model (like trained on ImageNet with millions of images).
o Keep its learned features (weights).
e Fine-tune it on your new task with relatively smaller data.

Why is Transfer Learning Useful?

[1 Speeds up training — You don’t start from zero.

[1 Better performance with small data — Pre-trained models already learned useful patterns.

[0 Reduces overfitting — The model’s initial weights act as a good starting point.

[1 State-of-the-art results — Many competitions and real-world projects rely on transfer learning.

How does Transfer Learning work?
Typical steps:

1. Load a pre-trained model.
E.g., ResNet50 pre-trained on ImageNet.
2.  Remove the last layer(s).
The final classifier layer is often task-specific.
3. Add new layers.
Adapt the architecture for your specific problem (e.g. different number of classes).
4. Freeze some layers (optional).
Prevent earlier layers from training if you want to retain learned features.
5. Train the model.

Example:

e Original Task: Classify 1,000 categories of objects in ImageNet.
o New Task: Classify “Cats vs. Dogs” using only 2,000 images.
e Instead of training a new CNN, we:
o Load pre-trained ResNet50.
o Replace its final dense layer with a new one for 2 classes.
o Fine-tune — excellent accuracy even with small data!

ResNet (Residual Networks)

Motivation

As neural networks grow deeper (e.g. 50, 100, 150 layers), they should learn better features. However, in practice:
o  Deeper networks often perform worse.
e Vanishing/exploding gradients make training unstable.

o Deeper layers sometimes learn identity mappings — i.e. no new useful transformations.

This led to the question:
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“Why is it so hard to train deep networks?”

Key Idea: Skip Connections

ResNet introduced residual connections or skip connections.

Instead of learning a direct mapping:

ResNet learns:

So:

Where:

¢ 1 =input to a block

» F(z) = learned residual function

This means:

-81-

e The network only needs to learn the difference from the input — often easier than learning the entire mapping.
e  Skip connections allow gradients to flow directly backward — easier training of deep networks.

ResNet Architecture
Basic block (for ResNet-18/34):

Input

Conv - BN - RelLU - Conv - BN

Add Skip Connection

ReLU
e Conv = Convolution
e BN = Batch Normalization
e RelLU = Activation function
e Add = element-wise addition

Popular ResNet Models:

ResNet-18 — 18 layers

ResNet-34 — 34 layers

ResNet-50 — uses bottleneck blocks
ResNet-101, 152 — very deep variants

ResNet-50 and above use bottleneck blocks:

1x1 Conv —» 3x3 Conv - 1x1 Conv
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Advantages of ResNet

[J Trains extremely deep networks (even > 100 layers).

[0 Excellent performance on image tasks (InageNet, COCO).

[0 Used as backbone in many vision architectures (e.g. Mask RCNN).
[0 Improves convergence speed.

Inception Networks

Motivation
In classic CNNs:

e You choose a single filter size for each layer (e.g. 3x3 or 5x5).
e You stack layers deeper to capture complex features.

However:

o Different filter sizes capture different types of information.
e Using only one size limits feature richness.

Key ldea: Multi-Scale Feature Extraction

Inception modules apply:

1x1 convolutions — reduce dimensions.

3x3 convolutions — capture medium features.

5%5 convolutions — capture large-scale features.
3%3 max pooling — preserve spatial info.

All happen in parallel. The outputs are then concatenated along the channel dimension.

Inception Module (Simplified)

1x1 Conv

v

I 1
Input —» | 3x3 Conv
| |

Max Pool

v
Concatenate All Outputs

1x1 Convolutions
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e  Serve as dimension reduction layers.
e  Reduce number of feature maps — fewer parameters and less compute.
o Allow deeper architectures without high computational cost.
Inception Versions
[0 GoogLeNet (Inception v1)
e  First to introduce Inception modules.
o 22 layers deep.
e Won ILSVRC 2014.
00 Inception v2/v3
e Added Batch Normalization.
e Factorized large convolutions into smaller operations.
e Improved efficiency and accuracy.

0 Inception v4

e Combined Inception modules with residual connections.
e  Even better performance.

Advantages of Inception Networks

[0 Multiscale feature extraction in each layer.
[1 Efficient use of computation — fewer parameters.
[1 Excellent performarce on image classification and detection tasks.

Transfer Learning with ResNet & Inception

These architectures are commonly used backbones in transfer learning:

e ResNet and Inception are pre-trained on ImageNet.
e Used in object detection, segmentation, fine-grained classification, etc.
e Fine-tuning these models often gives state-of-the-art results.

Example Applications

[ Medical Imaging — cancer detection using ResNet.

[J Face Recognition — feature extraction via Inception.

[1 Object Detection — ResNet as backtone in Faster R-CNN.
[J Image Captioning — ResNet/Inception + LSTM.

[1 Industrial vision — anomaly detection.

How to Choose Between Them?

e Use ResNet if:
o You want deeper architectures.
o You need simpler design with skip connections.
e  Use Inception if:
o You prefer multi-scale feature extraction.
o You have limited compute but still want powerful models.

Both are powerful choices for transfer learning tasks!
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Conclusion

e Transfer Learning — reuse knowledge, save data and compute.
e ResNet — enables extremely deep models with skip connections.
e Inception — captures multi-scale features for rich representations.

These advanced architectures revolutionized deep learning and are essential tools in any modern Al practitioner’s toolkit!

Object Detection: YOLO, Haar Cascades

Object detection means:
Finding the location (bounding box) and class of objects in an image.
Unlike mere classification (which says “this is a dog”), object detection tells you:

e What objects are there?
e Where exactly are they located?

Why Object Detection?

[1 Selfdriving cars — detect pedestrians, vehicles.
[J Surveillance — detect people, weapons.

[J Retail — count products on shelves.

[1 Healthcare — detect tumors in medical images.
[1 Robotics — recognize and grasp objects.

1. Haar Cascades

What Are Haar Cascades?

e Old but lightweight method invented by Viola and Jones in 2001.
e Mostly used for face detection or simple object detection.
e Based on:

o Haar-like features (simple intensity patterns)

o Cascaded classifiers

It’s fast, but not very accurate for complex scenes.
Haar Features

A Haar feature is a pattern of black and white rectangles:

To detect edges, lines, or changes in brightness.
How Haar Cascade Works
Step 1 — Haar Features

e Calculates difference between sums of pixel intensities in black and white regions.
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o  Example: detect edge of a nose on a face.
Step 2 — Integral Image
Instead of scanning pixels one by one, we:
e Convert the image to an integral image.
o  Each pixel stores the sum of all pixels above and left.
e  Makes feature calculations super fast!
Step 3 — AdaBoost Classifier
e Uses AdaBoost to select the best features and combine them into strong classifiers.
e  Weak classifiers — check simple patterns.
e Strong classifiers — combine decisions for better accuracy.
Step 4 — Cascade Structure
Rather than check every feature on every region:
e Quickly discard regions unlikely to contain objects.
e  Later stages check only promising regions.
e Saves time — faster detection.

v/ Pros of Haar Cascades

0 Extremely fast (runs on low-power CPUS).
[1 Good forface detection.
[1 Easy to implement (OpenCV has builtin Haar cascades).

Cons of Haar Cascades

[1 Not very accurate for complex objects.
[1 High false positives in cluttered sceres.
[1 Struggles with:

e Small objects
o Different lighting
e Angled views

Examples - Face Detection (Haar)

Using OpenCV in Python:

import cv2

# Load pre-trained face cascade
face cascade = cv2.CascadeClassifier('haarcascade frontalface default.xml')

# Read an image
img = cv2.imread('photo.jpg’)
gray = cv2.cvtColor (img, cv2.COLOR BGR2GRAY)

# Detect faces
faces = face cascade.detectMultiScale(gray, scaleFactor=1.3, minNeighbors=5)

# Draw rectangles
for (x, y, w, h) in faces:
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cv2.rectangle (img, (x, y), (x+w, y+h), (255, 0, 0), 2)
cv2.imshow ('Faces', img)

cv2.waitKey (0)
cv2.destroyAllWindows ()

YOLO (You Only Look Once)

Whatis YOLO?

YOLO stands for:
You Only Look Once
It’s a deep learning-based object detector that:

e  Detects objects
e  Predicts bounding boxes
e  Predicts class probabilities
in one forward pass of the neural network.

How YOLO Works
YOLO treats detection as a regression problem:

e Divides image into a grid (e.g. 13x13)

e Each grid cell predicts:
o Bounding box coordinates (X, y, width, height)
o Obijectness score (is there an object?)
o Class probabilities

All predictions happen simultaneously — extremely fast!
YOLO Architecture
Typically uses a convolutional neural network (e.g. Darknet-53):

Input Image

Convolutional Layers

Feature Maps

Fully Connected Layers

Bounding Boxes + Class Predictions
YOLO Predictions
Suppose grid cell predicts 2 boxes:

e Box1l:
o X, Y, width, height
o objectness score — how confident YOLO is that an object is there
o class probabilities (dog, car, person, etc.)
e Box2:
Same structure.
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The highest confidence box + class is kept.

Why YOLO is Popular

[0 Extremely fast — real-time speed!

[] Singlepass prediction — fast inference.
[J Good accuracy on many objects.

[J Works on images, videos, live streams.

YOLO Limitations

e  Struggles with very small objects in crowded scenes.
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e  Earlier versions (v1, v2) had lower accuracy vs slower detectors like Faster R-CNN.

o Needs powerful GPU for best performance.

YOLO Versions
YOLO has evolved a lot:

YOLOV1 (2015) — original

YOLOV2 (YOLO9000) — better accuracy
YOLOV3 — multi-scale detection

YOLOvV4 — very fast, accurate

YOLOV5 — written in PyTorch (very popular)

YOLOvV7, YOLOV8 — state-of-the-art speed and accuracy

YOLO Example (PyTorch YOLOvV5)

Using YOLOV5 from Ultralytics:

from ultralytics import YOLO

# Load a pre-trained YOLOv5 model
model = YOLO ("yolov5s.pt")

# Perform detection
results = model ("image.jpg")

# Show image with boxes
results.show ()

# Get bounding box info
for result in results:
for box in result.boxes:
print (box.xyxy, box.conf, box.cls)

Output:

tensor([[ 12.5, 33.2, 200.1, 300.5]1) tensor([0.92]) tensor([0])

YOLO vs Haar Cascades

Feature Haar Cascades | YOLO
Algorithm Type Traditional CV | Deep Learning
Speed Very fast Very fast (GPU)
Accuracy Low/Moderate | High

Handles Small Objs | Poor Better (v3 onwards)

Hardware Needs Low (CPU)

High (GPU recommended)
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Custom Training Difficult Easy (YOLOVS, etc.)
Multiple Objects Not great Excellent
When to Use Which?

[] Use Haar Cascades:

Simple tasks
Low-power devices
Faces, eyes detection
Lightweight apps

] Use YOLO:

Real-time detection
Complex scenes
Many object classes
Video processing
High accuracy needs

Real-World YOLO Use Cases

Autonomous vehicles — pedestrians, cars
Retail — productrecognition

Security cameras — detect intruders
Agriculture — detect pests on crops

Wildlife monitoring — animal species detection
Sports analytics — track players, balls

Oooooogd

Conclusion

e Haar Cascades — fast, lightweight, but outdated for complex tasks.
e YOLO — modern, powerful, accurate, and the go-to choice for real-time detection today.

Both remain important in the field of object detection!

Code examples, datasets, and deployment tips for both YOLO and Haar Cascades

Haar Cascades

Haar Cascade Code (Python + OpenCV)

Let’s say you want to detect faces:

import cv2

# Load Haar Cascade XML
face cascade = cv2.CascadeClassifier('haarcascade frontalface default.xml')

# Read image
img = cv2.imread('photo.jpg’)
gray = cv2.cvtColor (img, cv2.COLOR BGR2GRAY)

# Detect faces
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faces = face cascade.detectMultiScale(gray, scaleFactor=1.3, minNeighbors=5)

for (x, y, w, h) in faces:

cv2.rectangle (img, (x, y), (x + w,

cv2.imshow ('Faces', img)
cv2.waitKey (0)
cv2.destroyAllWindows ()

Haar Cascade Datasets

The Haar models (XML files) come pre-trained with OpenCV:

e haarcascade_frontalface_default.xml
e haarcascade_eye.xml
e haarcascade_smile.xml

You can download them here:
OpenCV Haarcascades GitHub

Haar Deployment Tips

[1 Works well on lowpower devices (Raspberry Pi, mobile).

[1 XML files are lightweight.

[1 Accuracy can drop under poor lighting or extreme angles.

[1 Always use grayscale images for speed.

(255, 0, 0), 2)

[1 Tweakparameters like minSize and scaleFactor to reduce false positives.

YOLO (You Only Look Once)

YOLOv5 Example (Ultralytics)

One of the easiest ways to use YOLO is via Ultralytics’ YOLOVS library.

Installation

pip install ultralytics

YOLOV5 Quick Demo

from ultralytics import YOLO

# Load YOLOvS5 pretrained model
model = YOLO ("yolov5s.pt")

# Run prediction on an image
results = model ("image.jpg")

# Show the results
results.show ()

# Print detection info
for result in results:
for box in result.boxes:

print (box.xyxy, box.conf, box.cls)

YOLO Datasets

Popular datasets for training YOLO:
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[1 COCO Dataset

e 80 classes
e Download: https://cocodataset.org

] Pascal VOC

e Popular for academic research
e Download: http://host.robots.ox.ac.uk/pascal/\VOC/

[ Open Images Dataset

e  Huge collection from Google
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e Download: https://storage.googleapis.com/openimages/web/index.html

[0 Kaggle Datasets

e  Search “object detection” on Kaggle

o Examples: Garbage Detection, Vehicle Detection, Animal Detection datasets

YOLO Deployment Tips

[J YOLOVS and YOLOVS models can be exported to TorchScript, ONNX, CoreML, TensorRT, etc.

[0 Great reattime performance if you have a GPU.
[1 Mobile Deployment:

e Convert YOLOVS5 to CoreML for iOS or TensorFlow Lite for Android.
e Use lightweight models like YOLO-Nano for resource-constrained devices.

[1 Cloud Deployment:

e Use FastAPI or Flask + uvicorn to create a detection API.

e Package YOLO into Docker for easier deployment.

e Even serverless deployments (AWS Lambda) are possible with smaller models.

[1 Running YOLO on video streams:

e Integrate YOLO with OpenCV’s VideoCapture.
e Run frame-by-frame detection.

YOLO Deployment Flask Example

Here’s a simple YOLO API using Flask:

from flask import Flask, request, Jjsonify
from ultralytics import YOLO
import cv2

app = Flask(_ name )
model = YOLO ("yolov5s.pt")

@app.route ('/detect', methods=['POST'])
def detect():
file = request.files['image']
file.save ("temp.jpg")

results = model ("temp.jpg")
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objects []
for r in results:
for box in r.boxes:

obj = {
'bbox': box.xyxy.tolist (),
'confidence': float (box.conf),
'class_id': int (box.cls)

}

objects.append (obj)

return Jjsonify(objects)

if name == ' main_ ':
app.run()
Which to Use?

[] Haar Cascades

e  Simple apps
e Embedded devices (Raspberry Pi, 10T)
e  Fast even without GPU

0YOLO

Real-time detection

Complex scenes

Multi-object detection

When you want to train on custom classes
Higher accuracy needed
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Month-5

Advanced NLP Overview

Modern NLP has shifted drastically thanks to Transformer-based models like BERT and GPT. Unlike older models (like RNNs
or LSTMs), these new architectures achieve incredible results on language tasks such as:

Translation
Summarization
Question Answering
Text Classification
Chatbots

Transformers — The Game Changer
What is the Transformer?
Introduced in 2017 by Vaswani et al. in the paper “Attention is All You Need.”

Key idea: Instead of processing words sequentially (like RNNs), Transformers process entire sentences simultaneously using a
mechanism called self-attention.

How Transformers Work

1. Input Embeddings

e Textis converted into vectors using embeddings (e.g., Word2Vec, BPE tokens).
e  Special tokens like [CLS] or [SEP] are added.

2. Positional Encoding

Since Transformers don’t naturally know word order, we add positional encodings to embeddings to encode word positions.
3. Self-Attention

Each word looks at all other words in the sentence and decides:

e  Which words are important
e How much weight to give them

Example:
“The cat sat on the mat.”
When encoding “cat,” self-attention may pay high attention to “sat” and “mat.”

Mathematically, it’s computed using:

e Query(Q)
e Key(K)
o Value (V)

Attention Score = Softmax((Q x KT)Ndy) x V
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4. Multi-Head Attention

Instead of one attention calculation, Transformers use multiple “heads” to learn different relationships simultaneously.
5. Feed Forward Network

Each token’s vector passes through a small neural network (same network for all tokens).

6. Stacking Layers

Transformers stack these layers (often 6-48 layers or more) for deeper understanding.

7. Output

e For classification, the model uses the [CLS] token’s vector.
e  For sequence generation, it uses decoded output tokens.

Benefits of Transformers

[1 Handle longrange dependencies
[1 Extremely parallelizable — faster training
[0 Stateof-the-art performance on almost all NLP benchmarks

BERT (Bidirectional Encoder Representations from Transformers)

What is BERT?

Released by Google in 2018.

e Based entirely on the encoder part of the Transformer.
o Bidirectional: BERT looks both left and right in a sentence — understands context better.

How BERT is Trained

Masked Language Modeling (MLM)

e Randomly masks words in a sentence
e  The model predicts the masked word

Example:

“I love to [MASK] ice cream.”
Target:

“eat”

Next Sentence Prediction (NSP)

e  Given two sentences, BERT predicts whether Sentence B follows Sentence A.

BERT Variants

BERT-Base — 12 layers, 110M parameters
e BERT-Large — 24 layers, 340M parameters
e DistilBERT — Smaller and faster
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¢ ROBERTa — BERT without NSP, more data
e ALBERT — Parameter sharing, smaller memory footprint

What BERT is Good At

[J Sentiment Analysis

[J Question Answering (e.g. SQUAD)
[J Text Classification

[1 Named Entity Recognition (NER)
[J Semantic Similarity

Example Code (HuggingFace Transformers)

from transformers import BertTokenizer, BertForSequenceClassification
import torch

# Load tokenizer and model
tokenizer = BertTokenizer.from pretrained('bert-base-uncased')

model = BertForSequenceClassification.from pretrained('bert-base-uncased')

# Prepare input

text = "I love artificial intelligence."
inputs = tokenizer (text, return tensors="pt")
# Predict

outputs = model (**inputs)
logits = outputs.logits

print (logits)

GPT (Generative Pre-trained Transformer)

What is GPT?
Developed by OpenAl, GPT uses the decoder-only architecture of the Transformer.

e Unlike BERT, GPT predicts the next word in a sequence (left-to-right).
e It’s autoregressive — generates text one token at a time.

GPT Training

Language Modeling Objective:
P(next token | previous tokens)
Example:

“The capital of France is [MASK]”
Target:

“Paris”

GPT learns to generate entire passages, stories, or code.
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GPT Models

e GPT-2 — 1.5B parameters (2019)
e GPT-3 — 175B parameters (2020)
e GPT-3.5/4 — Larger and more advanced (ChatGPT)

GPT Applications

Chatbots (like ClatGPT)
Text summarization
Code generation
Creative writing
Translation

Question answering

Oooogooog

GPT Example (HuggingFace Transformers)

from transformers import GPT2LMHeadModel, GPT2Tokenizer

tokenizer = GPT2Tokenizer.from pretrained('gpt2')
model = GPT2LMHeadModel.from pretrained('gpt2')

input text = "Once upon a time"
inputs = tokenizer.encode (input text, return tensors='pt')

outputs = model.generate (inputs, max length=50, num return sequences=1)
generated = tokenizer.decode (outputs[0], skip special tokens=True)

print (generated)

Key Differences: BERT vs. GPT

Feature BERT GPT

Architecture | Encoder-only Decoder-only
Directionality | Bidirectional Left-to-right

Task Type Understanding Generation

Use Cases Classification, NER, QA | Text generation, Chatbots

Libraries for Transformers

e HuggingFace Transformers
o Easy-to-use Python library
o Thousands of pre-trained models
e TensorFlow / PyTorch native implementations
ONNX models for deployment
o Libraries like LangChain for integrating LLMs into apps

Why Advanced NLP Matters

Modern NLP with Transformers has revolutionized:

[J Search engines
[J Voice assistants
[J Translation tools
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[ Content creation

[ Healthcare (medical NLP)
[ Legal document analysis
[1 Social media monitoring
...and countless other areas!

Real-World Datasets (Kaggle, UCI)

What are Real-World Datasets?

In the context of machine learning and data science, a real-world dataset refers to data collected from actual systems,
observations, business processes, experiments, or human activities, rather than being artificially generated or purely synthetic.
These datasets typically have all the complexities and messiness of real life:

Missing values

Noise and errors

Imbalanced classes

Mixed data types (text, numbers, dates, images, etc.)
Large size or high dimensionality

Working with real-world datasets is crucial for developing practical, deployable machine learning solutions.

Why Use Real-World Datasets?

Practical Skill Development: You learn how to handle imperfect data.

Model Validation: Models trained on real-world data are more likely to perform well in production.
Exposure to Domain Problems: Real data comes with business or societal context.

Portfolio Projects: Working on publicly available datasets helps build a strong portfolio to showcase skills.

Two of the most famous platforms for accessing real-world datasets are Kaggle and the UCI Machine Learning Repository.

Kaggle

What is Kaggle?
Kaggle is a prominent online platform that hosts:

Data science competitions

Public datasets

Notebooks for collaborative coding
Discussions and learning resources

Kaggle is popular among data scientists, analysts, students, and professionals for both learning and showcasing projects.

Features of Kaggle Datasets

Wide Variety: From simple CSVs to complex image/video/audio datasets.
Different Domains: Healthcare, finance, e-commerce, social media, transportation, sports, NLP, computer vision, and
more.
o Metadata and Context: Dataset pages often include:
o Descriptions of columns
o Data dictionaries
o Problem statements
o License information
o  Community Contributions: Users share notebooks analyzing or visualizing the data.
e Versioning: Keeps track of dataset updates.
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e Easy Download: One-click download or use the Kaggle API for scripts.
e Competition Data: Many datasets come from competitions with real business problems.

Examples of Popular Kaggle Datasets

e Titanic: Machine Learning from Disaster

o Predict survival on the Titanic.

o A classic starter dataset for binary classification.
House Prices — Advanced Regression Techniques

o Predict home sale prices based on property attributes.
Dogs vs. Cats

o Image classification problem distinguishing dog and cat images.
COVID-19 Dataset

o Time-series and case data for tracking the pandemic.
Netflix Movies and TV Shows

o Information about titles on Netflix.
Retail Product Sales Forecasting

o Real business data for predicting sales.

How to Access Kaggle Datasets

Sign up for a free Kaggle account.

Go to the Datasets tab.

Search for topics or browse categories.

Download data or use the Kaggle API with Python:

rpONdE

'kaggle datasets download -d username/dataset-name

UCI Machine Learning Repository

What is the UCI Repository?

The UCI Machine Learning Repository is one of the oldest and most respected sources of public datasets for machine learning and
statistical analysis.

e Maintained by the University of California, Irvine.
e Launched in 1987.
e Popular in academia and research.

Features of UCI Datasets

e Classic Datasets: Many canonical datasets originate here.
e Simple Format: Often in CSV or simple text files.
o Well-Documented: Each dataset has:

o Data description

o Attribute information

o Number of instances

o Data type (categorical, numerical, etc.)

o Reference to research papers
o Smaller Size: Many UCI datasets are relatively small, suitable for experimentation and learning.
e  Open Access: Freely downloadable, no account required.

Examples of Popular UCI Datasets

e Iris Dataset

o Classify iris flower species based on petal and sepal dimensions.
e  Wine Quality Dataset

o Predict wine quality scores based on physicochemical tests.
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e  Adult Income Dataset
o Predict if a person earns >$50K per year based on census data.
e Breast Cancer Wisconsin Dataset
o Classify tumor as malignant or benign based on cell measurements.
e Car Evaluation Dataset
o Predict car acceptability based on price, safety, etc.
e Spambase Dataset
o Classify emails as spam or non-spam.

How to Access UCI Datasets

Go to the UCI Machine Learning Repository website.
Browse datasets by name or category.
Click the dataset to view:
o Data description
o Datafiles
o Related papers
Download the data directly (usually as . data or . csv files).

Kaggle vs. UCI

Feature Kaggle UCI Repository

Size of datasets | Small to massive (GBs or TBs) Typically small to medium

Data types All types including images, text, audio, video Mostly tabular

Metadata Rich descriptions, kernels, community Simple text descriptions
comments

Competitions Yes No

Community Very active, social platform Academic and research-focused

License info Often provided per dataset Sometimes missing or

ambiguous
APl access Yes No

Tips for Working with Real-World Datasets

Understand the Data: Always read documentation carefully.
Clean the Data: Handle missing values, outliers, incorrect entries.
Feature Engineering: Create meaningful variables from raw data.
Scale and Encode: Prepare data for machine learning models.
Split Your Data: Train/test splits or cross-validation.

Respect Data Ethics: Be mindful of privacy and proper use.

Why Explore Kaggle and UCI?

e  Perfect for practice projects

e Good for building a portfolio

e Helps learn domain-specific data challenges

e  Useful for academic research or experimentation
Getting Started

If you’re new to real-world datasets, try these:

o Kaggle: Titanic Dataset
e UCI: Iris Dataset

These are manageable in size, well-documented, and widely used in tutorials.

Visit us at: www.sarvaindia.com Certified/Licensed by Govt. of India & 1SO 9001:2015 Do Not Copy, Edit & Print without Authorization/Permission ©2024 to present @SITED



SARVA EDUCATION (SITED) (Running- An I.T & Skill Advancement Training Programme) -99 -
Conclusion
Real-world datasets from Kaggle and UCI are gold mines for learning and practicing data science. They expose you to authentic

challenges and equip you to work with complex, messy data. Whether you’re a student, professional, or hobbyist, exploring these
repositories is a fantastic way to improve your skills and deepen your understanding of machine learning.

Chatbot Development (With Rasa / Dialogflow)

What is a Chatbot?

A chatbot is a software program that can interact with humans through text or voice conversations. Chatbots are used in various
areas, such as:

Customer support

Answering FAQs

Booking services

Healthcare assistance

Shopping recommendations
Internal enterprise communication

Two Major Platforms for Chatbot Development

Among the many tools available for chatbot development, Rasa and Dialogflow stand out as two powerful and widely used
platforms:

e Rasa — Open-source, self-hosted chatbot framework
e Dialogflow — Cloud-based chatbot service by Google

Dialogflow

What is Dialogflow?
Dialogflow is a Google-powered cloud-based platform that:

Understands natural language (Natural Language Understanding — NLU)

Supports multiple languages

Handles both text and voice inputs

Integrates easily with Google Assistant, Facebook Messenger, Slack, and many other channels

Core Concepts in Dialogflow

1. Agent

e The brain of the chatbot
e Like a project containing intents, entities, and responses

2. Intents

e (Categories representing the user’s purpose

e  For example:
o “What’s the weather like?” — Weather Intent
o “I’d like to book a ticket.” — Booking Intent
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3. Training Phrases

e  Sample ways users might phrase their queries
e Eug:

o “Tell me the weather.”

o “What’s the temperature today?”’

4. Entities

e Extract important information from the user’s sentence
e  For example:

o Date

o City

o Person’s name

5. Fulfillment

e  Connects your chatbot to backend services
e Allows dynamic responses using code (Node.js, Python, etc.)

6. Contexts

e Maintain conversational context between user queries
o E.g. remember the city from a previous question to answer follow-up queries

Key Features of Dialogflow

Userfriendly interface

Integration with Google ecosystem
Supports both voice and text
Multilingual support

Prebuilt machine learning models
Builtin small talk handling

Ooooogod

How to Build a Chatbot in Dialogflow

Sign up on Dialogflow Console

Create a new agent

Define intents

Add training phrases for each intent

Create entities if needed

Configure fulfillment for dynamic responses

Test the chatbot

Connect to channels like Telegram, Facebook Messenger, etc.

NN E

Use Cases of Dialogflow
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e Banking and finance bots
e Helpdesk and support bots
e FAQ bots
e Voice assistant applications
Rasa
What is Rasa?

Rasa is an open-source framework for building conversational Al. It is known for:
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Complete control over your data

Ability to self-host

Full customization of machine learning models
Flexibility to build complex conversational flows

Core Concepts in Rasa

1. NLU (Natural Language Understanding)

e Analyzes user messages to extract intents and entities
e You can train your own NLU models

2. Intents

e  Capture the user’s goal
e  For example:

o greet

o book_ticket

o check_weather

3. Entities

o  Extract specific data from user input
e Eg:
o “Tell me the weather in Delhi” — Location = Delhi

4, Stories

o Define sequences of user-bot interactions
e Example:

* greet
- utter greet
* book ticket
- utter ask date

5. Actions

e Actions performed by the bot
e Can be static (predefined responses) or dynamic (calling external APIs)

6. Slots

e Store information gathered during conversation
Rasa Components

[J Rasa NLU

[J Rasa Core (Dialogue Management)

[J Rasa X — UI for training and improving conversations
[ Custom Actions Server

Key Features of Rasa

[1 Fullyopen-source and free

[0 Selfhosted deployment possible

[ Highly customizable NLP models

[1 Total control over conversation flow
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[0 Multilanguage support
[1 Rasa X for easy testing and annotation

How to Build a Chatbot in Rasa
1. Install Python and Rasa:
pip install rasa
2. Create a new Rasa project:
rasa init

Edit intents and training examples in nlu.yml
Define stories in stories.yml

Define responses in domain.yml

Add custom actions if required

Train the model:

Noghkhw

rasa train
8. Run the bot:

rasa shell

Use Cases of Rasa

Enterprise-level chatbots requiring privacy
Complex conversational flows

Healthcare, finance, banking industries
Custom business processes

Rasa vs Dialogflow

Feature Rasa Dialogflow
Open-source Yes No (Proprietary)
Cloud dependency No (can be on-premise) | Yes (Google Cloud)
Privacy control High Limited
Multilingual support | Yes Yes
GUI for development | Rasa X Dialogflow Console
Custom ML models Yes No
Integrations Customizable Pre-built integrations

Which One Should You Choose?

e Choose Dialogflow if:
o You want a chatbot quickly
o You’re building voice bots or Google Assistant integrations
o You have non-technical team members
e Choose Rasa if:
o You need full control over data privacy
o You’re building complex conversational systems
o You want on-premise deployment
o You need custom NLP models
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Tips for Chatbot Development

Define your use case clearly

Draft conversation flows (storyboards)
Keep bot responses simple and natural
Handle user errors and unexpected inputs
Always consider privacy andsecurity
Continuously improve using user feedback

I

Conclusion

Dialogflow and Rasa are both powerful platforms for chatbot development. Dialogflow is excellent for rapid development and
integration with Google services, while Rasa offers maximum control, flexibility, and privacy for building highly customized
chatbots. Your choice should depend on your specific requirements, technical capabilities, and deployment needs.
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Month- 6

Al Project Lifecycle & MLOps Basics

What is Al Project Lifecycle?

An Al Project Lifecycle describes the end-to-end process of building, deploying, and maintaining an Al solution. It’s the
blueprint for transforming raw data into an intelligent system that provides real value to users or businesses.

Think of it like constructing a building: you start with planning, then design, build, test, and finally maintain it.

Phases of Al Project Lifecycle

1. Problem Definition
Goal: Understand and define the business problem clearly.

e  Why is the problem important?

— E.g. “Customers abandon carts. We want to predict which customers might do so.”
e How will solving it help the business?

— Higher revenue, better customer engagement, cost savings, etc.
e  Stakeholders: Business teams, product managers, domain experts, AI/ML team

2. Data Collection
Goal: Gather all relevant data for solving the problem.

e Internal data sources:
o Databases
o Application logs
o Transaction records
e  External data sources:
o APIs
o Public datasets (e.g. Kaggle, UCI ML Repository)
o Web scraping

Consider:

e Data availability
e Data privacy and compliance (GDPR, HIPAA, etc.)
e Data licensing

3. Data Exploration & Data Cleaning
Goal: Understand the data and make it suitable for modeling.
Activities:

Data profiling — Summarize features (mean, min, max, missing values, etc.)
Detect outliers and anomalies
Handle missing values:
o Remove rows/columns
o Impute with mean, median, mode
e Data transformation:
o Normalize / scale data
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o Encode categorical variables
o Text cleaning for NLP tasks

Tools:

e Python (Pandas, NumPy, Matplotlib, Seaborn)
e R
e Jupyter Notebooks

4. Feature Engineering
Goal: Create useful features that improve model performance.

o  Feature creation:
o Ratios (e.g. spend-to-income ratio)
o Aggregations (e.g. total purchases in last 30 days)
o Text embeddings for NLP
o  Feature selection:
o Remove irrelevant or redundant features
o Techniques:
= Correlation analysis
=  Feature importance from models
= LASSO, Ridge regression

Good features often make more difference than complex models.

5. Model Selection
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Goal: Choose appropriate machine learning algorithms for the problem.

e Classification
o Logistic Regression
o Decision Trees, Random Forest
o XGBoost, LightGBM
o Neural Networks
e Regression
o Linear Regression
o Decision Trees
o Gradient Boosting
e  Clustering

o K-Means

o DBSCAN

o Hierarchical Clustering
e NLP

o Bag-of-Words
o Word2Vec, BERT
e Computer Vision
o CNNs
o Transfer Learning models

6. Model Training

Goal: Train the model using historical data.

Steps:
e  Split data:
o Train set
o Validation set
o Test set
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e  Hyperparameter tuning:
o Grid Search
o Random Search
o Bayesian Optimization
e Evaluate model performance on validation data

Metrics examples:

e Classification:

o Accuracy, Precision, Recall, F1-score, ROC-AUC
e Regression:

o RMSE, MAE, R?
e  Clustering:

o Silhouette score, Davies—Bouldin index

7. Model Evaluation
Goal: Assess how well the model generalizes to unseen data.

e  Test the model on completely unseen data
e  Check for:

o  Overfitting

o Underfitting

o Bias or fairness issues
e Validate business impact

Deliverables:

e Confusion matrices

e  Performance reports

o Explainability reports (SHAP, LIME)
8. Model Deployment
Goal: Make the model available for use in production systems.
Options:

e REST APIs

e Batch predictions

e Integration into mobile apps/web apps
Technologies:
Flask/FastAPI
Docker

Kubernetes
Cloud ML services (AWS SageMaker, GCP Al Platform, Azure ML)

9. Monitoring & Maintenance
Goal: Ensure the model continues to perform well over time.
Monitor:

e  Model drift — data changes over time

e Data quality issues

e Latency and throughput
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e Business KPIs

Update:
e  Retrain models periodically

e Update pipelines
e Communicate with stakeholders
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MLOps Basics

Now, let’s connect this lifecycle to MLOps, which stands for Machine Learning Operations.

What is MLOps?

MLOps = Machine Learning + DevOps

It’s the practice of applying software engineering principles (DevOps) to machine learning systems.

Why MLOps?

Faster deployment of models

Better reproducibility

Scalable infrastructure

Reliable monitoring

Versioning of data and models

Collaboration between data scientists and engineers

Key Components of MLOps

1. Version Control

Version everything:

e Code
e Data
e ML models
e Configurations
Tools:
e Git
e DVC (Data Version Control)
e MLflow

2. Reproducibility
Re-run experiments with same results.
Practices:

e  Store random seeds

e Log all parameters and metrics

e  Use containers (Docker)

3. Automated ML Pipelines
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Instead of manual steps, automate:

Tools:

Data preprocessing
Feature engineering
Model training
Model testing
Model deployment

Kubeflow Pipelines
MLflow
Airflow

4. Continuous Integration / Continuous Deployment (CI/CD)

Run automated tests on model code
Deploy models automatically if tests pass
Rollback on failures

Jenkins
GitHub Actions
GitLab CI/CD

5. Model Registry

Keep track of:

Model versions
Metrics
Artifacts (files, logs)

Tools:
e MLflow Model Registry
e SageMaker Model Registry
e Weights & Biases
6. Monitoring
Track:
o Data drift
o  Model drift
e  Performance metrics
e Latency

Alerts when things go wrong.

Tools:

Prometheus + Grafana
Evidently Al
Fiddler
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7. Governance & Compliance

o Data privacy laws (GDPR, HIPAA, etc.)
o Explainable Al (XAI) to show why models make decisions
e Fairness & bias audits

Benefits of MLOps

[] Faster time to market

[J Lower technical debt

[] Better collaboration across teams

[J Reliable and consistent ML systems
[ Business confidence in Al solutions

MLOps vs Traditional ML Development

Aspect Traditional ML | MLOps
Deployment Manual Automated
Monitoring Ad-hoc Continuous
Reproducibility | Often poor Enforced
Collaboration Silos Team-based
Scalability Limited High
Versioning Limited Comprehensive
Popular MLOps Tools

Here are some tools you’ll see often:

MLflow — experiment tracking, model registry, deployment
DVC — data and model versioning

Kubeflow — pipelines and orchestration

Airflow — workflow management

Weights & Biases — experiment tracking, monitoring
Docker — containerization

Kubernetes — scalable deployment

Prometheus + Grafana — monitoring
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Final Takeaway

Building an Al project is more than just training a model. It’s a full lifecycle that goes from understanding the business problem
all the way to deploying and maintaining a solution. MLOps ensures this lifecycle is repeatable, scalable, and production-

ready.

If you’re starting a career in Al, learning both the Al lifecycle and MLOps will give you a significant edge in building real-world,

deployable Al solutions.

What is Model Deployment?

Model deployment means taking your trained machine learning model and integrating it into a production environment so it can

accept input data and provide predictions to users or systems.
Examples:
e  Arecommendation system for an e-commerce website

e A chatbot replying to customer queries
e  Fraud detection for banking transactions
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e Image recognition in mobile apps

Instead of running locally on your laptop, the model needs to be:

e Accessible via APls

e  Scalable under load

e  Secure and reliable

e Maintained and monitored
Why Deploy on the Cloud?

Deploying on the cloud offers:

Scalability — Handle more traffic easily

High availability — Little or no downtime

Easy updates — Roll out new model versions fast

Managed infrastructure — No need to maintain physical servers
Integration — Connect to databases, storage, other services

Popular cloud providers:
e Heroku — Easiest for beginners
e AWS — Enterprise-grade solutions
e Google Cloud Platform (GCP) — Flexible, strong ML support

Let’s explore each.

Heroku Deployment

Heroku is a platform-as-a-service (PaaS) that makes deployment super simple, especially for smaller applications and prototypes.

Typical Stack:
e Python Flask / FastAPI
e Gunicorn server
e  Git for code push
e Heroku Postgres (optional for storage)

Deployment Steps on Heroku

1. Build a REST API
Wrap your model in a Flask or FastAPI app.
Example Flask snippet:

from flask import Flask, request, jsonify
import pickle

app = Flask(_ name )

# Load model
model = pickle.load(open('model.pkl', 'rb'))

@app.route('/predict', methods=['POST'])
def predict():
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data = request.get json(force=True)
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prediction = model.predict([datal['features']])
return jsonify ({'prediction': prediction.tolist()})

if name '

== ' main
app.run()
2. Create Required Files

e requirements.txt

flask
gunicorn
scikit-learn

e Procfile
web: gunicorn app:app
e runtime.txt (if you want specific Python version)
python-3.9.18
3. Initialize Git Repo
git init
git add
git commit -m "Initial commit"
4. Create Heroku App
heroku create my-ml-app
5. Deploy
git push heroku master
6. Access your API

Heroku gives you a URL like:

https://my-ml-app.herokuapp.com/predict

Heroku Pros:

[1 Extremely beginnerfriendly
[] Free tier for small apps
O Simple Gitbased deploys

Heroku Cons:

[1 Free plan sleeps after 30 mins idle
[1 Limited scaling for large workloads
[1 Limited runtime resources
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AWS Deployment

AWS (Amazon Web Services) is widely used in enterprises for production-grade deployments.

Main Deployment Options on AWS

1. AWS Elastic Beanstalk
Simplifies deploying apps like Flask, FastAPI.

[ Handles EC2 provisioning, load balancing
[1 Scales automatically

Typical Steps:

e Package your app (Flask, Gunicorn, requirements.txt)
e Upload via AWS Console or EB CLI
o Elastic Beanstalk provisions servers, load balancers

2. Amazon SageMaker
Fully managed ML service for:

e Model training
e Model deployment
e Monitoring

[0 Oneclick model deployment
[1 High scalaility
[1 Advanced MLOps tools

Workflow:

e Train model — save model artifact (e.g. .tar.gz)
e Upload to S3
e Create SageMaker endpoint

Example Python SDK:

import sagemaker
from sagemaker.sklearn import SKLearnModel

model = SKLearnModel (
model data='s3://bucket/model.tar.gz’',
role="arn:aws:iam: :account-id:role/SageMakerRole',
entry point='inference.py'

)

predictor = model.deploy (
instance type='ml.m5.large',
endpoint name='my-endpoint'

3. AWS Lambda + APl Gateway

For small ML models that respond quickly (under 15 minutes compute time per call).
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[J Serverless
[ Costeffective for low traffic

Workflow:

e Package model with inference code
e Deployto Lambda
o Expose via APl Gateway

AWS Pros:

[0 Enterpriselevel scalability
[1 Many deployment choices
[0 Managed services for ML
AWS Cons:

[1 Complex learning curve

[1 Can be expensive for large workloads
[J More manual setup for simple apps

GCP Deployment

Google Cloud Platform is great for ML workloads due to tight integration with TensorFlow, Vertex Al, and many data services.
Main Deployment Options on GCP

1. Google App Engine

PaaS for web apps, similar to Heroku.

[1 Easy deploy for Flask / FastAPI
[1 Automatic scaling

Deployment:

e Create app.yaml:

runtime: python310
entrypoint: gunicorn -b :$PORT app:app

e Deploy:
gcloud app deploy
2. Vertex Al
Google’s end-to-end ML platform.
Features:
e Managed model training
o Deploy models as endpoints

e  Built-in monitoring

Example:
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e Upload model to Vertex Al Model Registry
e Deploy as a REST endpoint
e  Get endpoint URL for predictions

3. Cloud Run
Deploy Docker containers that scale automatically.

[J Works for any language or framework
[1 Serverless pricing

Workflow:

e Build a Docker image
e Push to Google Artifact Registry
e Deploy:

gcloud run deploy my-service \
--image=gcr.io/my-project/my-image \
--platform=managed \
--region=us-centrall

GCP Pros:

[ Great for ML models, esp. TensorFlow
[J Serverless options like Cloud Run
[1 Solid integrations with BigQuery, Dataflow

GCP Cons:

[] Pricing can be confusing
[0 More cloudspecific tooling knowledge needed
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Typical Cloud Architecture

Regardless of the cloud provider, the typical architecture for model deployment:
[User or Appl] — [HTTP API] - [ML Model] - [Prediction Response]
In production:

API hosted on:

o Heroku dyno

o EC2instance

o GCP App Engine

o AWS SageMaker endpoint
e Storagein:

o S3/GCS
o Databases
e  Security:

o Authentication
o Rate limiting
e  Monitoring:
o Logs
o Performance metrics
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Quick Comparison
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Feature Heroku AWS GCP

Ease of use | Very easy Medium-Hard Medium

Free tier Yes, limited Limited Limited

Scalability Limited Very high Very high

MLOps tools | Few Many Many

Best for Prototypes, small apps | Enterprise apps, MLOps | ML workloads, serverless
Conclusion

Deploying models to the cloud:

[J Makes your ML accessible

[0 Providesscalability and reliability
[1 Integrates with modern tech stacks

Heroku — Best for beginners, simple prototypes
AWS — Enterprise scale, mature services
GCP — Strong ML tools, especially for TensorFlow

Learning cloud deployment is an essential skill for any modern ML engineer or data scientist.

Example - Deploying an ML Model to Heroku (Step by Step)

Here We’ll train a simple ML model (on the Iris dataset), wrap it in a Flask API, and deploy it to Heroku.

Step 1 - Train Your Model
First, let’s train a simple model in Python.

model_train.py

# Import necessary libraries
from sklearn.datasets import load iris

from sklearn.ensemble import RandomForestClassifier

import pickle

# Load the Iris dataset
iris = load iris()
X, y = iris.data, iris.target

# Train a RandomForest model
model = RandomForestClassifier ()
model.fit (X, vy)

# Save the trained model to a file

with open('model.pkl', 'wb') as f:
pickle.dump (model, £f)

Run this script:

python model train.py

It will create a file called model.pkl.

Visit us at: www.sarvaindia.com Certified/Licensed by Govt. of India & 1SO 9001:2015

Do Not Copy, Edit & Print without Authorization/Permission ©2024 to present @SITED



SARVA EDUCATION (SITED) (Running- An I.T & Skill Advancement Training Programme) -116 -

Step 2 - Create a Flask API
Next, create a Flask app to serve predictions from your model.

app.py

from flask import Flask, request, jsonify
import pickle

# Initialize Flask app
app = Flask(_ name )

# Load the trained model
model = pickle.load(open('model.pkl', 'rb'))

@app.route('/")
def home () :
return "ML Model API running on Heroku!"

@app.route('/predict', methods=['POST'])

def predict():
data = request.get json(force=True)
prediction = model.predict([datal['features']])
result = prediction.tolist()
return jsonify (result)

if name == " main ":
app.run()

Example input for the API:

"features": [5.1, 3.5, 1.4, 0.2]

Step 3 - Create requirements.txt
Tell Heroku which Python libraries your app needs.

requirements.txt

flask
gunicorn
scikit-learn

Step 4 - Create a Procfile
A Procfile tells Heroku how to run your application. (No file extension.)
Procfile

web: gunicorn app:app

Step 5 - Optional: runtime.txt

If you want a specific Python version on Heroku, add a runtime.txt file:
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runtime.txt

python-3.9.18
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Step 6 - Test Locally
Run the app locally:
python app.py
Open your browser at:

http://127.0.0.1:5000/

Step 7 - Initialize Git
Heroku requires your code to be in a Git repository.
git init

git add
git commit -m "Initial commit"

Step 8 - Create a Heroku App
Login to Heroku (if you haven’t):
heroku login
Create a new app:

heroku create my-iris-ml-api

Step 9 - Push to Heroku
Deploy your code to Heroku:
git push heroku master
Or, if your branch is called main:

git push heroku main

Step 10 - Check Your App

Heroku will give you a URL like:
https://my-iris-ml-api.herokuapp.com/
You can test predictions with Postman or curl.

Example curl call:

curl -X POST https://my-iris-ml-api.herokuapp.com/predict \
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-H "Content-Type: application/json" \
-d '{"features":[5.1, 3.5, 1.4, 0.2]}"

Response:
(0]

This means class 0 was predicted — which corresponds to setosa in the Iris dataset.

Benefits of Heroku

[0 Verybeginner-friendly
[J Free tier suitable for small apps and testing
[ Supports Python, Node.js, PHP, etc.

Limitations of Heroku

[1 Free dynos go to sleep after 30 minutes of inactivity
[1 Not suitable for large models or high traffic
[ Limited memory/resourcesin free plan

Deployment Example on AWS (Elastic Beanstalk)

Why Elastic Beanstalk?

e No need to manage EC2 or networking directly

e  Deploy Python web apps with minimal config

o  Free tier available
Example - Deploy Flask ML API on AWS Elastic Beanstalk
Let’s use the same model as our Heroku example.
1. Train and Save Your Model

Keep your model train.py the same as before:

from sklearn.datasets import load iris
from sklearn.ensemble import RandomForestClassifier
import pickle

iris
X, ¥

load iris()
iris.data, iris.target

model = RandomForestClassifier ()
model.fit (X, vy)

with open('model.pkl', 'wb') as f:
pickle.dump (model, £f)

2. Create a Flask App
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Same app . py as before:

from flask import Flask, request, jsonify
import pickle

app = Flask(_ name )
model = pickle.load(open('model.pkl', 'rb'))

@app.route('/")
def home () :
return "Hello from Elastic Beanstalk!"

@app.route('/predict', methods=['POST'])

def predict():
data = request.get json(force=True)
prediction = model.predict ([data['features']])
return Jjsonify(prediction.tolist())

if name "

== " main
app.run ()

3. Create Requirements File
requirements.txt

flask
gunicorn
scikit-learn

4. Create a WSGI file

Elastic Beanstalk expects a file named application.py or acallable named application.

Rename app.py to application.py OR edit like this:

from flask import Flask, request, Jjsonify
import pickle

application = Flask(_ name )
model = pickle.load(open('model.pkl', 'rb'))

@application.route('/")
def home () :
return "Hello from Elastic Beanstalk!"

@application.route('/predict', methods=['POST'])
def predict():
data = request.get json(force=True)
prediction = model.predict([datal'features']])
return jsonify(prediction.tolist())

if name == " main ":
application.run ()

Elastic Beanstalk will look for the variable application.
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5. Create a Procfile (Optional)
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Not strictly needed if using Elastic Beanstalk’s Python platform, but if you want:

web: gunicorn application:application

6. Zip Your Files

Zip your entire project:

project/
application.py
model .pkl
requirements.txt
Procfile

Zip it:

zip -r myapp.zip *

7. Deploy on Elastic Beanstalk

Sign in to AWS console
Go to Elastic Beanstalk
Click Create Application
Choose:

o Platform: Python

o Upload your zip file
e  Click “Deploy”

Elastic Beanstalk will launch your app!

8. Test Your API

After deployment, AWS gives you a URL.:

http://my-app-env.eba-xxxxx.us-west-2.elasticbeanstalk.com/

Test your endpoint:

curl -X POST http://my-app-env.eba-xxxxx.us-west-2.elasticbeanstalk.com/predict \

-H "Content-Type: application/json" \
-d '{"features":[5.1, 3.5, 1.4, 0.2]}"

Pros & Cons of AWS Elastic Beanstalk

[1 Easy deployment
[1 Automatic scaling
[1 Free tier

[J More AWS setup steps
[0 Slightlymore complex pricing after free tier
[1 Slower deployments than Heroku
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Deployment Example on GCP (Cloud Run)

Let’s deploy the same Flask app using Cloud Run, which is Google’s serverless container platform.
Why Cloud Run?

[J Very fast deployment

[ Serverless (scales down to zero)

[J Generous free tier

[1 Works great with Docker containers

Example - Deploy Flask ML API on GCP Cloud Run

1. Prepare Your App
Keep your files:

e model.pkl

* app.py
e requirements.txt

2. Create a Dockerfile
Cloud Run deploys Docker containers.
Dockerfile

# Use official Python image
FROM python:3.9-slim

# Set working directory
WORKDIR /app

# Copy requirements
COPY requirements.txt

# Install dependencies
RUN pip install --no-cache-dir -r requirements.txt

# Copy the app code
COPY

# Expose port
EXPOSE 8080

# Run Gunicorn
CMD ["gunicorn", "-b", "0.0.0.0:8080", "app:app"]

Important: Your Flask app should bind to port 8080 for Cloud Run.

3. Build Docker Image

If you have Docker installed locally:
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docker build -t iris-api

4. Push Image to Google Container Registry (Artifact Registry)

Tag your image:

docker tag iris-api gcr.io/YOUR PROJECT ID/iris-api
Push it:

docker push gcr.io/YOUR PROJECT ID/iris-api

5. Deploy to Cloud Run

Run this:

gcloud run deploy iris-api \
--image gcr.io/YOUR PROJECT ID/iris-api \
--platform managed \

--region us-centrall \
--allow-unauthenticated

GCP will give you a URL like:

https://iris-api-xxxxx.a.run.app

6. Test Your API
Use curl:

curl -X POST https://iris-api-xxxxx.a.run.app/predict \
-H "Content-Type: application/json" \
-d '"{"features":[5.1, 3.5, 1.4, 0.2]}'

Pros & Cons of GCP Cloud Run

No servers to manage
Scales to zero — low cost
Very fast deployments
Great for containerized apps

I

Requires learning Docker
Initial GCP setup takes time
[] Free tier limits apply

[

Summary

e Heroku — simplest for beginners, fast deploy, but limited free dynos
AWS Elastic Beanstalk — great for scaling, free tier, slightly more setup
e GCP Cloud Run — perfect for serverless containers, highly scalable

All three are excellent ways to deploy your ML models to the cloud!
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Ethics in Al, Bias & Fairness

1. What is Ethics in AI?

Al Ethics deals with the moral principles and social considerations that guide how Al systems are developed, deployed, and used.
Questions ethics tries to answer:

Are Al systems respecting human rights and dignity?
Do they treat people fairly, without discrimination?
Avre users aware when they are interacting with Al?
Are Al systems transparent and explainable?

Who is responsible if Al makes a mistake?

Key Values in Al Ethics

Fairness
Transparency
Accountability
Privacy

Safety and security
Human oversight

2. Understanding Bias in Al

What is Bias?

In Al, bias happens when an algorithm systematically produces results that are prejudiced due to assumptions in the machine
learning process.

Bias can creep in through:

Data Bias — Training data reflects human or social biases (e.g. underrepresentation of certain groups)
Measurement Bias — The way features are collected or measured

Algorithmic Bias — The design or objective of the algorithm favors some outcomes over others
Evaluation Bias — Metrics or testing data are not representative

Types of Bias
a. Historical Bias

e Occurs because real-world data reflects existing inequalities.
e Example: Salary data showing women earning less historically — model learns this as a “norm.”

b. Representation Bias

e  Certain groups are underrepresented in data.
e Example: A face recognition model trained mostly on lighter-skinned faces performs poorly on darker-skinned faces.

c. Measurement Bias

e  When variables are measured in ways that introduce distortion.
e Example: Using zip codes as a proxy for income — can embed racial bias.

d. Aggregation Bias

e  Applying the same model across diverse groups despite different statistical properties.
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o Example: A healthcare model designed for middle-aged adults may not fit older patients’ needs.
3. Fairness in Al
Fairness means ensuring that Al systems treat individuals and groups equitably and do not systematically disadvantage anyone.
What does “fair” mean?
Fairness can have different definitions:
Demographic Parity

e Predictions should be equally distributed across groups.
e E.g. Equal loan approval rates for men and women.

Equalized Odds

Error rates (false positives, false negatives) should be equal across groups.
Predictive Parity

Predictions should be equally accurate across groups.
Individual Fairness

Similar individuals should receive similar predictions.
There’s no single “correct” definition of fairness — it often depends on the context.
4. Real-World Examples of Al Bias
Here are some famous examples that highlight why bias and fairness are critical:
Example 1 — Facial Recognition

e Studies (e.g. MIT Media Lab) found facial recognition systems had error rates:
o 0.8% for lighter-skinned men
o ~349% for darker-skinned women

e  Cause: Underrepresentation of darker-skinned faces in training data.

Example 2 — Hiring Algorithms

e Atech company built a hiring tool trained on resumes of past employees (mostly men).
e The algorithm learned to prefer male resumes, downgrading terms like “women’s chess club.”

Example 3 — Criminal Justice Algorithms

e COMPAS, used in US courts to predict reoffending risk, showed higher false positives for Black defendants.
o Raised questions about fairness and due process.

5. How to Reduce Bias in Al

You cannot completely eliminate bias, but you can reduce it.
Best Practices

] Diverse Data Collection
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e Collect balanced data across genders, ethnicities, ages, etc.
(1 Bias Testing
Evaluate performance across demographic subgroups.
[0 Fairness Constraints
Apply algorithms that enforce fairness metrics during training.
[0 Explainability
e Use interpretable models or tools like SHAP, LIME to understand predictions.
[0 Human Oversight
o Keep humans in the loop, especially in sensitive applications like hiring or lending.
[0 Feedback Loops
e Monitor models after deployment to detect emerging biases.
6. Legal and Regulatory Aspects
Worldwide, governments and regulators are introducing laws to ensure ethical Al:

e EU Al Act (Europe)
o High-risk Al applications face strict requirements.
e GDPR (Europe)
o Right to explanation for automated decisions.
e Algorithmic Accountability Act (US, proposed)
e Al Ethics Guidelines (OECD, UNESCO, etc.)

Organizations need to comply to avoid legal risks and fines.

7. Challenges in Implementing Fairness

Trade-offs between fairness and accuracy — sometimes enforcing fairness reduces model performance.
Different fairness definitions conflict — e.g. demographic parity vs. individual fairness.

Data availability — it’s not always possible to collect sensitive attributes like race or gender.

Societal norms differ — fairness standards vary by country and culture.

8. Tools for Fairness and Bias Detection

Several tools help developers test and mitigate bias:

O IBM Al Fairness 360

[1 Google What-If Tool

[1 Fairlearn (Microsoft)

[1 TensorFlow Model Analysis

[1 Aequitas

[1 SHAP, LIME (for model explainability)

9. Key Principles for Al Ethics

e Transparency — Be clear about how Al makes decisions.
e Accountability — Someone should be responsible for Al outcomes.
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e Human-Centric Design — Al should enhance human well-being.
e Privacy Protection — Respect data privacy and confidentiality.
e Inclusivity — Consider diverse populations during development.

10. Why This Matters

e Biased Al can harm people’s lives — e.g. hiring, loans, healthcare.
e Unfair Al erodes trust in technology.
o Ethical Al builds a reputation for responsible innovation.

Quick Takeaways

[0 Always check for bias in your data and models.

[1 Fairness isn’t “one size fits all.” Context matters.

[J Ethical Al isn’t just technical— it’s social, legal, and human.
[1 Regulators are starting to enforce fairness rules.

[J Tools exist to help you detect and reduce bias.

Ethics, bias, and fairness are core skills for any modern Al professional.

Capstone Project & Viva — 6-Month Al Professional Course

Capstone Project Overview

Goal:
Enable learners to apply everything they’ve learned in the course to solve a real-world problem end-to-end. This demonstrates
technical, business, and ethical understanding.

Recommended Project Structure
1. Title
e Should reflect the problem and solution.
Examples:
“Predictive Maintenance using Time Series Data in Manufacturing”
“Fake News Detection using NLP and Transformer Models”
“Customer Churn Prediction and Business Strategy”
“Al-Powered Chatbot for E-commerce Customer Service”

“Credit Card Fraud Detection using Anomaly Detection”
“Skin Disease Classification using Deep Learning”

2. Problem Statement
e What problem are you solving?
e Why is it important?
o Who benefits?

Example:

“E-commerce platforms face high customer churn. This project aims to predict churn using customer behavior data and suggest
retention strategies.”

3. Data Collection
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Source (Kaggle, UCI, public APIs, proprietary data, simulated data)

Size and nature of data
Data privacy considerations

4. Data Preprocessing

Handling missing data

Data cleaning

Feature engineering

Normalization or scaling

Text/image/audio-specific preprocessing if applicable

5. Exploratory Data Analysis (EDA)

Visualizations
Summary statistics
Insights into data distributions, anomalies, trends

6. Model Selection & Training

Model(s) chosen and why
o Classical ML (e.g. Random Forest, XGBoost)
o Deep Learning (CNNs, RNNSs, Transformers)
Hyperparameter tuning
Cross-validation approach

7. Evaluation Metrics

Metrics relevant to problem:
o  Accuracy, Precision, Recall, F1
o AUC-ROC
o Mean Absolute Error, RMSE
o  Confusion Matrix

Fairness and bias analysis

8. Model Interpretation & Explainability

SHAP, LIME, attention maps, feature importance

How would you explain predictions to a non-technical stakeholder?

9. Deployment Plan

Cloud options (Heroku, AWS, GCP, Azure)
API design (Flask, FastAPI)

Front-end integration (if applicable)

Model monitoring and retraining plan

10. Business Impact

ROI or cost savings

Time efficiency improvements
User experience improvements
Potential ethical concerns

11. Documentation & Presentation

Project report
Code documentation
Slides for presentation
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Capstone Deliverables

Code repository (GitHub/Bitbucket)
Written report (PDF, ~20-30 pages)
Slide deck (~10-15 slides)

Demo video (optional but recommended)
Deployed app/API (if applicable)

Viva (Oral Exam) Guidelines

The viva assesses not just technical skills, but understanding of concepts, rationale, and communication.

Viva Format

e Duration: ~20-30 minutes
e  Panel: 1-2 faculty + industry mentor (if possible)

Possible Viva Questions
A. About the Project

What problem are you solving and why?

Why did you choose this dataset?

What challenges did you face while preprocessing?

Why did you select this particular model?

How did you tune hyperparameters?

What evaluation metric did you use, and why?

How would you explain your model to a non-technical stakeholder?
What biases might exist in your model?

How would you deploy this model in production?

How would you monitor your model after deployment?

B. Conceptual Questions

Explain overfitting vs. underfitting.

What is regularization?

What is the difference between Bagging and Boosting?
How does a Random Forest reduce variance?

What is gradient descent?

Explain the concept of learning rate.

What is attention mechanism in transformers?

Explain precision vs. recall.

What are confusion matrices?

How can you detect bias in your dataset?

C. Practical Scenarios

Suppose your model performs poorly in production — what would you check?
How would you handle an imbalanced dataset?

Your client wants real-time predictions — how would you architect the solution?
How would you handle missing values in time-series data?

How can you ensure your model is fair to all groups?

Visit us at: www.sarvaindia.com Certified/Licensed by Govt. of India & 1SO 9001:2015 Do Not Copy, Edit & Print without Authorization/Permission ©2024 to present @SITED



SARVA EDUCATION (SITED) (Running- An I.T & Skill Advancement Training Programme) -129-

Viva Grading Criteria

Criteria Weightage
Problem understanding 15%
Technical depth 30%
Clarity of explanation 20%
Practical thinking 20%
Professional communication | 15%

Suggested Capstone Project Topics
Here are a few excellent topics suitable for professional-level learners:
NLP Projects

e  Chatbot with sentiment-aware conversations

e Document classification for legal or medical texts

e Named entity recognition for financial news
Computer Vision Projects

e Defect detection in manufacturing using images

e Mask detection in surveillance footage

e Automatic plant disease diagnosis
Predictive Modeling

e  Energy consumption forecasting

e Insurance claim prediction

e  Customer segmentation and personalized recommendations
Generative Al

e  Text summarization for lengthy reports

e Image generation for design prototypes

e  Music generation using transformers
Time-Series Forecasting

e  Stock price prediction

e Predictive maintenance scheduling

e  Sales forecasting for retail chains
Responsible Al Projects

e Fairness audit of credit scoring models

e Bias detection in hiring tools
e Explainable Al dashboards

Key Takeaways

[J Capstone is the showcase of skills from the entire course.
[J Viva ensures depth of knowledge, not just superficial project execution.
[ Emphasize endto-end thinking—from business problem to deployment.
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[1 Ethical awareness is crucial in professionallevel projects.
[0 Good communication is as important as technicd skills.

Capstone Project Plan for Healthcare Domain

1. Project Title
Possible examples:

“Skin Cancer Detection using Deep Learning”

“Early Prediction of Diabetes through Machine Learning”
“ICU Admission Risk Prediction for Hospital Patients”
“Al Medical Chatbot for Primary Healthcare Advice”
“COVID-19 Pneumonia Detection from Chest X-Rays”
“Predicting Hospital Readmission Rates”

“Drug Side-Effect Detection using NLP”

2. Problem Statement

e What healthcare problem are you solving?
e Why is it significant in healthcare systems?
e Who benefits from your solution?

Patients

Doctors

Hospital administrators

Insurance companies

O O O O

Example:

“Early detection of skin cancer can save lives. This project uses image-based deep learning models to identify cancerous skin
lesions from dermatoscopic images.”

3. Data Collection

e Sources of data:
o Kaggle datasets (e.g., Skin Cancer MNIST, Diabetic Retinopathy)
o UCI Machine Learning Repository
o MIMIC Il dataset (ICU patient data)
o Open Government Datasets
o APIs (NIH, WHO)
e Types of data:
o Images (MRI, CT scans, X-rays)
o Structured data (patient vitals, lab results)
o Text data (doctor’s notes, discharge summaries)

4. Data Preprocessing

Handling missing values
Removing duplicates
Normalization or scaling
For medical images:
o Resizing
o Data augmentation (rotation, flipping, zooming)
e  For text data:
o Tokenization
o Removing stop words
o Lemmatization
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5. Exploratory Data Analysis (EDA)

Demographic analysis of patients
Disease prevalence charts
Correlation heatmaps
Histograms of medical images
Word clouds for text data

6. Model Selection and Training

Possible models:

For Image-based projects:

e CNNs (Convolutional Neural Networks)
e Transfer learning (ResNet, VGG, EfficientNet)

For Structured data projects:

e Logistic Regression
e Random Forest
e XGBoost

For Text-based projects:

e RNN, LSTM
e Transformers (BERT, BioBERT)

7. Evaluation Metrics

Accuracy

Precision, Recall, F1-Score
AUC-ROC Curve
Sensitivity, Specificity
Confusion Matrix

-131-

Note: False negatives are highly critical in healthcare. Missing a diagnosis can have severe consequences.

8. Explainability

Grad-CAM for CNN models
SHAP, LIME for structured data models
Feature importance visualization

9. Deployment Plan

o  Deployment platforms:
o Heroku
o AWS EC2/ SageMaker
o GCP Al Platform
e Building APIs with Flask / FastAPI
e  Front-end Ul (if user-facing)
e  Security and privacy:
o HIPAA compliance (in the U.S.)
o Data encryption
e  Monitoring:
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o Model drift detection
o Retraining pipeline

10. Ethical Considerations

Patient data privacy (GDPR, HIPAA compliance)

Bias in medical datasets (e.g., over-representation of specific age or ethnic groups)
Explainability is critical because patient outcomes are at stake

Legal and ethical risks of false negatives

11. Business Impact

Faster diagnosis can save lives

Reduced hospital costs

Reduced doctor workload

Insurance companies can assess risks better

Project Deliverables

Code repository (GitHub, Bitbucket)

Technical report (20-30 pages)

Presentation slides

Demo video (optional but highly recommended)
Deployed API or application (if applicable)

Viva Questions for Healthcare Capstone

A. Project-specific Questions

Why did you choose this problem?

What challenges did you face with your dataset?
Why are false negatives critical in your project?
Was your dataset balanced or imbalanced?

Why did you perform data augmentation?

How did you ensure explainability?

How will you handle patient privacy?

B. Technical Questions

How does a CNN work?

What does the AUC-ROC curve tell you?

In healthcare, which is more important: precision or recall?
What are SHAP values?

What is HIPAA compliance?

How would you handle class imbalance in medical datasets?

C. Practical Scenarios

Your model’s accuracy suddenly drops in production—what steps would you take?

How would you explain predictions to a doctor?

How would you check for bias in your model?

How would you identify labeling errors in medical images?

A client says: “I prefer an explainable model, even if it’s slightly less accurate.” How would you proceed?
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Viva Evaluation Criteria

Criteria Weightage (%)
Problem understanding | 15%
Technical depth 30%
Communication clarity | 20%
Practical thinking 20%
Ethics awareness 15%

Key Points for Healthcare Projects

Healthcare data is highly sensitive—privacy is crucial.

Explainability is mandatory—doctors and patients must trust the model.
False negatives are extremely dangerous.

Regulations like HIPAA or GDPR must be followed.

Biasdetection is critical.

Domain knowledge and technical skills both are essential.

I o

Capstone Project Plan: Diabetes Prediction

1. Project Title

“Early Prediction of Type 2 Diabetes using Machine Learning on Patient Health Records”

2. Problem Statement

e Diabetes is a chronic disease that, if not detected early, leads to severe complications like heart disease, kidney failure, or
blindness.

e Many patients remain undiagnosed due to lack of screening or awareness.

e The goal is to build a machine learning model that predicts the likelihood of a person developing Type 2 Diabetes based
on health parameters.

e Early detection enables preventive care, reducing long-term healthcare costs and saving lives.

3. Data Collection
Possible datasets:

e PIMA Indians Diabetes Dataset (UCI Machine Learning Repository, Kaggle)
o ~768 patients, 8 health attributes (e.g. glucose, BMI, pregnancies, age)

e NHANES Dataset (US CDC)

e Electronic Health Records (EHR) (if available and legally accessible)

Features commonly found:

Age

Number of pregnancies
BMI (Body Mass Index)
Glucose level

Blood pressure

Skin thickness

Insulin levels

Family history of diabetes
Physical activity
Cholesterol
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4. Data Preprocessing

e Handle missing values:

o Replace with mean/median

o Or use advanced imputation techniques
e  Check for data outliers:

o Use box plots

o Apply transformations if required
e  Scale numeric features:

o StandardScaler or MinMaxScaler
e Address class imbalance:

o Use techniques like SMOTE
e  Feature engineering:

o BMI categories

o Age groups

o Ratios like glucose/insulin

5. Exploratory Data Analysis (EDA)

Distribution of diabetic vs non-diabetic patients
Correlation heatmaps

Histograms of glucose, BMI, age

Box plots of features grouped by diabetes status
Check class imbalance ratio

6. Model Selection and Training
Candidate models:

Logistic Regression

Random Forest

XGBoost

SVM

LightGBM

Neural Networks (for experimenting)

Steps:

e  Split data into training & testing sets
e Hyperparameter tuning with GridSearch or RandomizedSearch
e Cross-validation for robust performance estimation

7. Evaluation Metrics

Accuracy
Precision, Recall
F1-Score
ROC-AUC
Confusion matrix

Note: In diabetes prediction, recall is crucial. Missing a true diabetic case (false negative) can have serious health consequences.

8. Explainability

e SHAP or LIME for feature importance
e  Show which features influence predictions the most
e Visualizations for doctors:
o E.g. “High glucose and high BMI contribute significantly to higher risk”
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9. Deployment Plan

e Deploy model as an API using:

o Flask
o FastAPI
e Host APl on:
o Heroku
o AWSEC2

o GCP App Engine
e  Create simple frontend Ul:
o Form for entering patient data
o Display predicted risk
e  Ensure data security:
o HTTPS endpoints
o Authentication if handling real patient data

10. Ethical Considerations

Data privacy (HIPAA, GDPR)
Potential bias:
o Dataset primarily from one ethnicity (e.g. PIMA dataset focuses on Native American women)
e Model should avoid overconfidence
e Patients must not be denied care based purely on Al predictions
e  Clear disclaimers: “Model predictions are supportive tools, not definitive medical diagnoses”

11. Business Impact

o Hospitals can identify at-risk patients earlier

e Insurance companies can design better preventive programs

e Reduced long-term costs due to fewer diabetes complications

o  Empower individuals to seek timely lifestyle interventions
Project Deliverables

e Clean code repository (GitHub)
e Technical report:
o Data exploration
o Modeling approach
o Evaluation results
o Ethical analysis
e Presentation slides
e Simple Ul demo or deployed API endpoint

Sample Viva Questions for Diabetes Prediction Project

A. Project-specific

e Why did you choose diabetes as your focus?
e How is diabetes diagnosed clinically, and how does your model help?
e  Which feature(s) had the highest influence on predictions?
e What challenges did you encounter with your dataset?
B. Technical

e  Explain how logistic regression works.
e  Why did you choose ROC-AUC over accuracy?
e How did you handle class imbalance?
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e What does a SHAP value tell you?
e  Why is recall more important than precision in this use case?

C. Practical Scenarios

A doctor wants to understand why the model predicts “high risk” for a patient—how would you explain?

Your model starts performing poorly in production. What would you investigate first?

Suppose you have missing glucose values for some patients. How would you handle that?

You discover your model is biased toward a particular gender—how would you address this?

A hospital wants to integrate your model into their EHR system. What privacy and security concerns would you raise?

Viva Evaluation Criteria

Criteria Weightage (%)
Problem understanding | 15%
Technical depth 30%
Communication clarity | 20%
Practical thinking 20%
Ethics awareness 15%

Key Points for Diabetes Prediction

[1 Early diagnosis saves lives and prevents complications.

[0 Recall iscritical—missing a diabetic case can be dangerous.

[1 Explainability builds trust with doctors and patients.

[1 Real patient data must be handled with strong privacy protections.

[1 Model fairness and bias detection are crucial for healthcare applications.
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12-Month Al Course- ebook

(Expert Level with Specializations)

Syllabus- Includes Research, Industry Tools and Specializations
Months 1-6: (As above)
Month 7-8: Advanced Specialization Tracks
Choose one or more:

e Computer Vision (OpenCV, CNNs, Object Detection, GANS)

e NLP (Transformers, BERT, GPT, LangChain)

« Robotics + Al (Simulations, Pathfinding, Reinforcement Learning)
e Al in Business (Data Science + Al, Decision Systems)

Month 9-10:

e MLOps: CI/CD pipelines, Docker, Kubernetes for Al
o Data Engineering for Al: Big Data, Spark, ETL
e Al + Web Integration (Flask + React)

Month 11;

e Research Paper Reading & Writing
o Kaggle Competitions & Model Benchmarking

e Real Industry Problem Solving
Month 12:

« Final Major Project (Industry level)
o Documentation, Presentation & Viva

e Guest Lectures, Internships, Career Guidance
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Month 7-8

Advanced Specialization Tracks

Computer Vision

1. OpenCV (Open Source Computer Vision Library)

OpenCV is a popular, open-source computer vision and image processing library. It’s widely used because it’s fast, versatile, and
has bindings for languages like Python, C++, and Java.

Key Features:

Image and video reading/writing
Image transformations:
o Resizing, rotating, flipping
e  Color space conversions (e.g., RGB <> HSV, grayscale)
o Filtering:
o Blurring, sharpening, edge detection
e  Object detection using:
o Haar cascades
o HOG (Histogram of Oriented Gradients)
e Contour detection and analysis
e Camera calibration
e  Face recognition basics

Example Code (Python):

import cv2

# Read image
image = cv2.imread('image.jpg')

# Convert to grayscale
gray = cv2.cvtColor (image, cv2.COLOR BGR2GRAY)

# Detect edges
edges = cv2.Canny(gray, 100, 200)

# Display images
cv2.imshow ('Edges', edges)
cv2.waitKey (0)
cv2.destroyAllWindows ()

Common Applications:

Face detection in photos and video streams
License plate recognition

Real-time video filters

Motion detection in CCTV

Document scanning apps

2. CNNs (Convolutional Neural Networks)

CNNs are deep learning models designed specifically for processing images. Instead of fully-connected layers like traditional
neural networks, CNNSs use convolutions to automatically learn spatial patterns from pixel data.
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Key Concepts:

e Convolution Layers:
o  Apply filters (kernels) to extract features like edges, textures
e Pooling Layers:
o Downsample feature maps (e.g. MaxPooling)
e Activation Functions:
o Usually ReLU to introduce non-linearity
e Fully Connected Layers:
o For final classification
e Dropout:
o Prevents overfitting

Typical CNN Architecture:
e Conv — ReLU — Pool — Conv — ReLU — Pool — FC — Softmax
Why CNNs Work Well for Images?

e  Spatial hierarchy:
o Early layers capture simple patterns (edges, colors)
o Deeper layers capture complex shapes and objects
e  Fewer parameters compared to dense networks
e Can handle high-dimensional inputs like images

Example (Keras):

from tensorflow.keras.models import Sequential
from tensorflow.keras.layers import Conv2D, MaxPooling2D, Flatten, Dense

model = Sequential ([
Conv2D (32, (3, 3), activation='relu', input shape=(64, 64, 3)),
MaxPooling2D (pool size=(2, 2)),
Flatten (),
Dense (128, activation='relu'),
Dense (10, activation='softmax"')

1

3. Object Detection

Object Detection goes beyond classification. Instead of only recognizing that an image contains a cat, it also locates where the
cat appears (bounding box) and potentially identifies multiple objects.

Key Concepts:

e Bounding Boxes:
Rectangles defining object location.
e Localization vs Detection:
o Localization — one object
o Detection — multiple objects
e Intersection over Union (loU):
o Measures overlap between predicted and true bounding boxes

Popular Algorithms:

¢ R-CNN Family

o R-CNN: Region proposals + CNN classification
e Fast R-CNN: Faster because region proposals are computed once
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Faster R-CNN: Uses a Region Proposal Network (RPN)

« Single Shot Detectors

YOLO (You Only Look Once):
o Single neural network predicts bounding boxes and classes
o Extremely fast

SSD (Single Shot MultiBox Detector):
o Similar to YOLO, good balance of speed and accuracy

YOLO Example (PyTorch):

from ultralytics import YOLO

# Load pre-trained model

model

= YOLO ("yolovbs.pt")

# Predict on image
results = model ("image.jpg")
results.show ()

Applications:

Face detection in photos and video

Vehicle detection in traffic

People counting in retail

Detecting defective products on assembly lines
License plate detection

4. GANs (Generative Adversarial Networks)

GANs are one of the most fascinating developments in deep learning. They are used to generate new, realistic data that looks

like your training set — images, audio, even video!

Architecture:

Two neural networks play a “game”:

Generator:

o Tries to produce fake images that look real
Discriminator:

o Tries to distinguish between real and fake images

Over time, both networks improve until the generator can create realistic outputs.

Types of GANs:

DCGAN (Deep Convolutional GAN):
o Uses CNNs instead of dense layers
Conditional GAN:
o Generates images based on input labels
CycleGAN:
o Translates images from one domain to another (e.g. horses <> zebras)
StyleGAN:
o  Generates high-resolution, photorealistic faces

Applications of GANs:

Creating realistic fake photos
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Data augmentation for small datasets
Super-resolution (enhancing image quality)
Image-to-image translation:

o  Sketch — photo

o Day — night
Deepfakes
Aurt generation

GAN Example (PyTorch):
A very simplified GAN generator:

import torch.nn as nn

class Generator (nn.Module) :
def init (self):

super (Generator, self). init ()

self.main = nn.Sequential (
nn.Linear (100, 256),
nn.RelLU(),
nn.Linear (256, 784),
nn.Tanh ()

)

def forward(self, x):
return self.main (x)

Putting it All Together
A typical Computer Vision pipeline might look like this:

Preprocess images with OpenCV
Build a CNN for classification
Extend it to Object Detection if locating multiple objects
Use GANSs for:
o Data augmentation
o  Image generation
o  Style transfer

Real-World Examples:

Snapchat filters (OpenCV + CNNs)

Tesla Autopilot detecting cars and pedestrians (Object Detection)
Generating artwork from photos (GANSs)

Google Lens identifying objects in real-time (Computer Vision pipeline)

Key Libraries and Tools:

OpenCV

TensorFlow/ Keras

PyTorch

YOLOVS, YOLOVS

Albumentations (image augmentation)
Labellmg / Roboflow (annotation tools)
Weights & Biases (experiment tracking)

OooooooQoo

Key SKkills You'll Learn:

Process images and videos using OpenCV
Build custom CNN models
e  Perform object detection on images and video streams
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e  Generate synthetic images using GANs
e Integrate computer vision into apps or websites

This combination of OpenCV, CNNs, Object Detection, and GANs forms the backbone of modern Computer Vision solutions
used across industries—from healthcare to automotive, retail to entertainment.

Advanced NLP - Transformers, BERT, GPT, LangChain

1. Transformers - The Core Innovation

The “Transformer” architecture, introduced in the paper Attention is All You Need (Vaswani et al., 2017), has completely
revolutionized NLP. Unlike RNNs or LSTMs that process sequences step by step, Transformers handle sequences in parallel
using self-attention.

Key Concepts

e  Self-Attention:
o Each word “looks at” all other words to decide what’s relevant.
o Computes attention scores to weigh each word’s influence on others.
e Multi-Head Attention:
o Instead of a single attention calculation, the model runs multiple parallel attention “heads.”
o Captures different relationships (e.g. syntactic, semantic).
e Positional Encoding:
o Since Transformers lack recurrence, they add information about word order via vectors added to embeddings.
e Encoder-Decoder Structure:
o Encoder — Encodes the input sequence into contextual embeddings.
o Decoder — Generates output sequence word by word, attending to encoder outputs.

Transformers are the backbone of models like BERT, GPT, T5, and more.

Self-Attention Equations (Simplified)

Given:
« Q=XWy
o K=XWg
o V=XW,

Compute attention:

KT
Attention(Q, K, V) = softmax (Q ) 1%

e
Where:
* Q- Query
o K —Key
¢ 1V —Value

s dj — Dimension size of keys

This lets every word “pay attention” to every other word.

Benefits of Transformers
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[] Parallel taining — faster training
[0 Longrange dependencies captured better than RNNs
[0 Stateof-the-art in translation, summarization, QA, generation

2. BERT - Bidirectional Transformers

BERT (Bidirectional Encoder Representations from Transformers) introduced by Google in 2018, changed NLP by focusing
on deep bidirectional context.

Instead of processing text left-to-right (like GPT) or right-to-left, BERT looks at the entire sentence on both sides of a word
simultaneously.

Key Innovations

e Masked Language Modeling (MLM):

o Randomly masks ~15% of words in input.

o Model predicts masked words — learns context from both sides.
e Next Sentence Prediction (NSP):

o Model predicts whether sentence B follows sentence A.

o Useful for tasks like QA and NLI.

Architecture

e  Only Encoder blocks from Transformers.

e  Deep bidirectional attention.

e Typical sizes:
o BERT Base: 12 layers, 768 hidden units
o BERT Large: 24 layers, 1024 hidden units

Use Cases
[J Text Classification
[1 Named Entity Recognition (NER)

[1 Question Answering (QA)
[0 Text Similarity / Semantic Search

Example: Hugging Face BERT

from transformers import BertTokenizer, BertModel

tokenizer = BertTokenizer.from pretrained('bert-base-uncased')
inputs = tokenizer("Hello world!", return tensors="pt")

model = BertModel.from pretrained('bert-base-uncased')

outputs = model (**inputs)

print (outputs.last_hidden state.shape) # [batch size, sequence length, hidden size]

3. GPT - Generative Pre-trained Transformer

GPT (by OpenAl) uses a decoder-only transformer architecture and is designed primarily for text generation.
Unlike BERT’s bidirectional approach, GPT is unidirectional: it predicts the next word based on previous words.
Key Characteristics

e Causal Masking:
o Prevents seeing future tokens.

e Language Modeling Objective:
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o Predict next word in the sequence.
e  Massive Pretraining:
o Trained on huge internet corpora.
e  Zero-shot, few-shot, and instruction-following capabilities.

Evolution of GPT

GPT-1: ~117M parameters

GPT-2: up to 1.5B parameters

GPT-3: up to 175B parameters

GPT-4: multimodal capabilities, even more context length

Use Cases

Text Generation
Chatbots

Code Generation
Summarization
Creative Writing
Data Augmentation

I o

Example: Simple GPT-2 Generation

from transformers import GPT2Tokenizer, GPT2LMHeadModel

tokenizer = GPT2Tokenizer.from pretrained("gpt2")
model = GPT2LMHeadModel.from pretrained("gpt2")

inputs = tokenizer.encode ("Once upon a time", return tensors="pt")
outputs = model.generate (inputs, max length=50, num return sequences=1)

print (tokenizer.decode (outputs[0]))

4. LangChain - Building Al Apps with LLMs

LangChain is a framework specifically for building applications using LLMs, especially agents that can interact with tools,
memory, and context.

It’s become very popular because:
e It helps chain together multiple calls to LLMs.
e Integrates with APIs, databases, vector stores (e.g., Pinecone, Chroma).
e Simplifies retrieval-augmented generation (RAG).

Key Features of LangChain

O Prompt Templates:

e Maintain consistency in prompts.

[J Agents:

e LLMs that can decide which tools to use for a given task.
0 Memory:

e  Keep chat history or conversation context.
[0 Chains:

e  Combine multiple LLM calls into workflows.
[1 Retrieval Augmented Generation (RAG):
o LLM uses external knowledge bases to enhance responses.
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Example: Simple LangChain LLM Chain

from langchain.llms import OpenAl
from langchain import PromptTemplate, LLMChain

11lm = OpenAI (model name="gpt-3.5-turbo")

template = "Translate the following English text to French: {text}"
prompt = PromptTemplate (template=template, input variables=["text"])

chain = LLMChain (prompt=prompt, llm=11lm)

output = chain.run ("How are you?")
print (output)

Real-World Uses

[1 Building conversational chatbots

[1 Search applications with semantic retrieval
[1 Compkx Al agents to automate workflows
[J Integrating Al into web apps

Putting It All Together

Here’s how these tools fit into an advanced NLP pipeline:

e Transformers — Fundamental architecture powering all modern models.

e BERT — Excellent for understanding text, classification, embeddings.

e GPT — Best for text generation, creative tasks, conversations.

e LangChain — Ties LLMs into full applications, with context, memory, and tool integrations.
Advanced Applications

[1 Semantic Search using BERT embeddings

[1 Knowledgebases + Retrieval Augmented Generation with LangChain
[1 Summarization pipelines using TS5 or GPT

O Custom finetuned GPT models for enterprise data

[1 Chatbots that call APIs or databases dynamically via LangChain

Key Libraries

Hugging Face Transformers

LangChain

PyTorch / TensorFlow

OpenAl API

Vector stores: Pinecone, Chroma, Weaviate

In summary: These technologies make up the modern arsenal for building cutting-edge NLP solutions — whether that’s
enterprise search, virtual assistants, document analysis, or fully autonomous Al agents.

Advanced Specialization — Robotics + Al

1. Robotics and Al — Why Together?

Robotics is the field of building machines that can perceive, plan, and act in the physical world. Al empowers robots with the
ability to:
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Perceive the environment (via sensors, vision, LIDAR)
Understand and make decisions (using Al models)
Plan actions (path planning, motion planning)

Learn and improve (through reinforcement learning)

This synergy unlocks applications like autonomous vehicles, drones, industrial automation, service robots, and humanoids.

2. Simulations in Robotics
Why Simulations?

e Real-world robotics experiments are expensive, slow, and sometimes dangerous.
e Simulations allow rapid testing of algorithms in virtual environments.

Popular Robotics Simulators

Gazebo / Ignition Gazebo

o High-fidelity physics engine
e Used with ROS (Robot Operating System)
e Good for robot navigation, sensor simulation

PyBullet

e Lightweight physics engine
e Popular in RL research
e  Python-friendly

Webots

e 3D robot simulations
e Sensor-rich environment
e Good for educational and research projects

Unity ML-Agents

e Advanced graphics and physics
e Ideal for complex vision tasks
e Integration with deep learning pipelines

Simulation Use Cases

Testing robot arm kinematics

Simulating drones for obstacle avoidance

Training RL policies safely

Multi-robot collaboration testing

Autonomous vehicle simulation (e.g. Carla simulator)

3. Pathfinding and Motion Planning
Robots need to decide:

e  Where to go (global path planning)
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e How to move precisely (local motion planning)

Global Path Planning Algorithms

A* (A-Star)
e  Graph search algorithm
e  Guarantees shortest path
e Heuristic-based for faster search
e  Widely used in grid-based maps
Dijkstra’s Algorithm

e Finds shortest paths in weighted graphs
e No heuristic — slower than A*

D* (Dynamic A*)

e  For dynamic environments
e Updates paths as obstacles move

Local Motion Planning
e  Collision avoidance

e Smooth trajectory generation
e Velocity and acceleration constraints

Algorithms
e RRT (Rapidly-exploring Random Tree)
e RRT* (optimal variant)
e CHOMP, TrajOpt (trajectory optimization)
e Dynamic Window Approach

Example — A* Path Planning in Grid

import heapg

def heuristic(a, b):
return abs(a[0] - b[0]) + abs(a[l] - b[1l])

def astar(grid, start, goal):

heap = []

heapg.heappush (heap, (0, start))
came from = {}

cost so far = {start: 0}

while heap:

_, current = heapqg.heappop (heap)

if current == goal:
break

for Xm dy in [(_110)1(lro>r(or_l)r(orl)]:
next node = (current[0]+dx, current[l]+dy)
if 0 <= next node[0] < len(grid) and 0 <= next node[l] < len(grid[0]):
new cost = cost so far[current] + 1
if grid[next node[0]] [next node[l]] == 1:
continue # Obstacle
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if next node not in cost so far or new cost < cost so far[next node]:
cost so far[next node] = new cost
priority = new cost + heuristic(goal, next node)

heapqg.heappush (heap, (priority, next node))
came from[next node] = current

return came from

4. Reinforcement Learning (RL) for Robotics

RL is essential for enabling robots to learn optimal behavior through trial and error.

RL Basics

Agent: The robot or software
Environment: Simulation or real world
State: The current condition of the robot
Action: Movement or control decision
Reward: Feedback signal

Policy: Mapping from state — action
Value Function: Predicts future rewards

RL Algorithms in Robotics
Q-Learning

e  Simple table-based
e Works in low-dimensional environments

Deep Q Networks (DQN)

e Uses neural networks for Q-values
e Suitable for discrete actions

Policy Gradient Methods

e Learn the policy directly
e  Better for continuous action spaces

PPO (Proximal Policy Optimization)

e  Very stable and widely used
e Handles large state/action spaces

SAC (Soft Actor-Critic)

e  Maximum entropy RL — more exploration
e Works well in robotics

RL Use Cases in Robotics

e Robot arms learning to pick objects
e  Quadruped robots learning to walk
o
]

Drones avoiding obstacles
Multi-robot collaboration
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Example: PPO with Stable Baselines 3

from stable baselines3 import PPO
import gym

# Example using PyBullet simulation
env = gym.make ("CartPole-v1")

model = PPO("MlpPolicy", env, verbose=l)
model.learn(total timesteps=10000)

obs = env.reset ()
for _ in range(200):
action, _ = model.predict (obs)
obs, reward, done, info = env.step(action)
env.render ()
if done:
obs = env.reset ()

5. Robotics + Al — Real-World Challenges

e Sim-to-Real Gap
o Policies trained in simulation often fail in real hardware
o Solution — Domain Randomization
¢ High-dimensional Control
o Robots have complex physics
o RL can be sample inefficient
o Safety & Ethics
o Robots operate in the physical world
o Safety-critical constraints
e Latency and Real-time Processing
o Real robots need fast control loops

Industry Applications

[1 Autonomous Vehicles (path planning, obstacle avoidance)
[l Warehouse robots (picking, navigation)

[0 Drone navigation (terrain following, maping)

[] Surgical robotics (precise motion planning)

[1 Humanoid robots (bipedal walking, object manipulation)

Tools and Libraries

ROS (Robot Operating System)
Gazebo / PyBullet

Movelt! (motion planning)
OpenAl Gym / RL environments
Stable Baselines 3

Unity ML-Agents

NVIDIA lIsaac Sim

SKills You Gain in This Track

Robotics architecture & control

Pathfinding algorithms

Simulations for robotics R&D

Deep Reinforcement Learning for realworld tasks
Integrating perception and action

Building autonomousrobots from scratch

Ooooood

Visit us at: www.sarvaindia.com Certified/Licensed by Govt. of India & 1SO 9001:2015 Do Not Copy, Edit & Print without Authorization/Permission ©2024 to present @SITED

-149-



SARVA EDUCATION (SITED) (Running- An I.T & Skill Advancement Training Programme) -150 -

Example Capstone Projects

e Simulate and train a robotic arm to sort objects using RL
e  Autonomous drone navigation in obstacle-rich environments
e Robot vacuum path optimization with dynamic obstacle avoidance
e  Multi-robot warehouse simulation with task allocation
In summary:

The Robotics + Al specialization equips you with the skills to design, simulate, and deploy intelligent robotic systems that can
perceive their environment, plan optimal actions, and learn from experience.

Advanced Specialization — Robotics + Al Focus: Drones

Why Al for Drones?

Modern drones are not just for aerial photography. With Al, drones can:

Avoid obstacles autonomously

Navigate complex environments without GPS
Coordinate as fleets (swarm robotics)

Track and follow moving targets

Perform mapping and surveying (SLAM)
Assist in search and rescue operations
Deliver packages safely and efficiently

N A |

Core Drone Components

Sensors
e IMU (Gyroscope, Accelerometer)
e GPS
e Camera/ Stereo Vision
e LIDAR
e Ultrasonic range sensors

Onboard Computing

e Raspberry Pi

e NVIDIA Jetson Nano / Xavier

e Coral TPU/ Edge TPUs
These components enable real-time perception and decision-making on the drone.
Drone Simulation
Why Use Simulation?

o Real-world testing is expensive, risky, and slower.

e  Simulation allows safe, rapid iteration.

e You can model diverse environments and edge cases.
Popular Drone Simulators

[1 AirSim (Microsoft)

e  Unreal Engine graphics
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e Drone dynamics simulation
e Python and C++ APIs

[0 Gazebo / Ignition Gazebo

o Tightly integrated with ROS
e  Suitable for robotics R&D

00 Unity ML-Agents
o  Great for deep learning and RL experiments
Simulation is crucial for training control algorithms, path planning, and computer vision models.

Pathfinding & Motion Planning for Drones

The Typical Problem

“Fly from Point A to Point B safely while avoiding obstacles like buildings and trees.”
Popular Algorithms

0 A Algorithm*

e  Searches shortest path on a grid
e Uses heuristics for efficiency

0 RRT (Rapidly Exploring Random Tree)

o Works well in high-dimensional spaces
e Can generate paths in complex 3D environments

[J Potential Fields

e Attractive and repulsive forces
e  Simple but prone to local minima

Example Scenario

“A drone must fly through urban buildings while avoiding collisions.”
e  Environment — 3D grid or mesh
e Obstacles — Buildings modeled as 3D volumes

e Solution — A* or RRT to find collision-free path

Computer Vision on Drones

Vision is essential for autonomous drones:

[J Object detection (people, vehicles, animals)
[J Optical flow for motion estimation

[1 Visual SLAM for mapping and localization
[J Landing zone detection and safe landing

Computer Vision Libraries

e OpenCV

Visit us at: www.sarvaindia.com Certified/Licensed by Govt. of India & 1SO 9001:2015 Do Not Copy, Edit & Print without Authorization/Permission ©2024 to present @SITED



SARVA EDUCATION (SITED) (Running- An I.T & Skill Advancement Training Programme) -152 -

e YOLOV8/YOLO series
e TensorFlow / PyTorch
e ROS vision packages

YOLO Object Detection Example

from ultralytics import YOLO
model = YOLO ("yolov8n.pt")

results = model.predict ("drone view.jpg")
results[0].show ()

This enables drones to detect and avoid obstacles or track objects in real time.
Reinforcement Learning for Drones

RL enables drones to learn complex flight strategies through trial and error.
Why RL for Drones?

e  Learn obstacle avoidance in unknown environments

e  Optimize energy usage for longer flight time

o Handle situations traditional planners struggle with

Common RL Algorithms

[0 PPO (Proximal Policy Optimization)
[0 DDPG (Deep Deterministic Policy Gradient)
[0 SAC (Soft Actor-Critic)

Typical RL Setup for a Drone
e State — drone’s position, velocity, sensor readings
e Actions — move forward, left, right, up, down
e Reward — positive for reaching goal, negative for crashes, small penalty per time step to encourage efficiency
Drone RL Example Scenario
“A drone learns to escape a maze without hitting walls.”
e State — lidar scans + position
e Action — directional velocity commands
e Reward — +10 for reaching exit, -100 for crashes
Challenges in Drone + Al Systems

[1 Simto-Real Gap

e  Models trained in simulation may fail in real-world conditions due to sensor noise, lighting, wind, etc.
e  Solutions — Domain randomization

[1 Battery Limitdions

e Al models must be efficient to save power.
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[1 Legal and Ethical Issues

e Drone regulations vary widely (e.g., no-fly zones, privacy laws).
[J Safety Risks

e Drones crashing can be dangerous.

Capstone Project Ideas (Drone-Focused)

1. Obstacle Avoidance Drone
o Real-time vision-based detection
o Autonomous maneuvering
2. Drone Delivery System
o Route planning with GPS
o Autonomous flight and drop-off
3. Search & Rescue Drone
o Thermal imaging for locating people
o Autonomous path planning in disaster zones
4. Multi-Drone Coordination
o Swarm robotics for mapping large areas
o Communication protocols
5. Drone SLAM Mapping
o Building 3D maps of unknown terrain
o Visual-inertial odometry

Tools & Libraries for Drone Al

ROS (Robot Operating System)
Gazebo / AirSim

Movelt! for planning

OpenAl Gym for RL environments
Stable Baselines 3

Unity ML-Agents

NVIDIA lIsaac Sim

SKkills You’d Gain in This Track

Drone hardware architecture & sensors
Pathfinding and planning algorithms
Simulationrbased development

Deep RL for flight control
Integratingperception and control
Developing autonomous drone systems

Oooogood

Drone + Al — Career Roles

[J UAV Systems Engineer

[1 Robotics Al Researcher

[J Autonomous Navigation Engineer
[J Drone Software Developer

[J Robotics Simulation Engineer

Summary

Specializing in Drone + Al allows you to develop autonomous flying systems capable of navigating complex environments,
avoiding obstacles, and performing sophisticated tasks such as search-and-rescue, delivery, and mapping. It’s one of the hottest
intersections of robotics and Al right now.
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Al in Business (Data Science + Al, Decision Systems)

Why Al in Business?

Businesses increasingly rely on data-driven decisions. Al in business goes beyond “just predictions.” It involves:

Predicting trends, sales, demand

Optimizing prices, marketing budgets

Personalizing customer experiences

Automating decisions at scale

Detecting fraud or anomalies

Reducing operational costs

Driving new business models (e.g. subscription vs. onetime sales)

Ooooogog

Al vs Traditional Analytics

Traditional Analytics Al in Business

Focuses on historical data | Predicts future outcomes

Descriptive & diagnostic Predictive & prescriptive

Rules-based logic Learning-based logic (ML)

Limited real-time ability Supports real-time decisions

Key Domains in Al for Business
1. Predictive Analytics

Sales forecasting
Customer churn prediction
Demand forecasting
Credit risk scoring

Algorithms Used:

Regression

Time Series Models (ARIMA, Prophet)
Ensemble models

Neural networks for time series

2. Personalization & Recommendation Systems

e E-commerce recommendations
e Content recommendations
e  Personalized marketing

Techniques:

Collaborative filtering

Matrix factorization

Deep Learning-based embeddings
Reinforcement Learning for recommendations

Example:
Netflix uses deep neural networks to recommend personalized shows, based on viewing patterns and similarities with other users.

3. Marketing & Customer Analytics
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Customer segmentation (clustering)

Customer Lifetime Value (CLV) prediction
Marketing attribution (which channel drives sales?)
Sentiment analysis from reviews or social media

Key Tools:

k-Means, DBSCAN

Logistic regression

Decision Trees

NLP for social media analytics

4. Operations Optimization
e Inventory management
e Logistics and route optimization
e  Supply chain analytics
Algorithms:
e Linear Programming
e  Constraint Optimization

¢ Reinforcement Learning for dynamic routing

Example:
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Amazon optimizes warehouse picking routes using Al to minimize time and cost.

5. Dynamic Pricing

e  Price optimization in retail, travel, e-commerce
e  Adjust prices in response to:

o Competitor prices

o Demand surges

o Stock availability

Approaches:
e Regression + elasticity models
e Bayesian optimization

e Reinforcement learning

Example:

Uber uses dynamic pricing (surge) to balance supply and demand in real-time.

6. Fraud Detection & Anomaly Detection

e Banking transactions
e Insurance claims
e E-commerce chargebacks

Techniques:
e  Outlier detection (Isolation Forests, Autoencoders)

e  Graph-based anomaly detection
e  Behavioral pattern learning
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7. Decision Support Systems (DSS)
“Don’t just predict—recommend actions.”
These systems:
e  Provide insights + recommended actions
e  Optimize choices under constraints
e  Offer scenario analysis (What-if analysis)

Examples:

e  What pricing should we set to maximize revenue?
e  Should we approve this loan?

e  Optimization libraries
o Explainable Al frameworks
e  Prescriptive analytics solutions
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Decision Systems: Prescriptive Al

Descriptive — What happened?
Predictive — What will happen?
Prescriptive — What should we do about it?

Prescriptive analytics integrates:
e Predictions
e  Business constraints

e  Optimization engines

Prescriptive Example: Inventory

Predict demand for 10 products — Decide how much inventory to stock to maximize profit but minimize storage costs.

e Input — Predicted demand
e Constraints — Warehouse capacity, budget
e  QOutput — Optimal stock levels

Optimization Tools:

e  PuLP, Pyomo (Python)
e  Gurobi, CPLEX (commercial solvers)

Tools & Libraries

Python / R — Primary languages
pandas, NumPy, scikit-learn
PyTorch, TensorFlow

Prophet (Time series forecasting)
XGBoost, LightGBM
Optimization: PuLP, Pyomo

Bl tools: PowerBI, Tableau
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e Cloud services:
o AWS SageMaker

o Azure ML
o Google Vertex Al

Explainable Al (XAI)

Businesses demand explainable models, especially in regulated industries:
[0 SHAP values — Feature contributions

[J LIME — Local explanations

[J Counterfactuals — “What would have changed the prediction?”’

Example:

Why was this loan application rejected?
SHAP shows low income and high debt contributed most.

From Model to Production

MLOps in Business Context

[1 Version control for models

[1 Automated retraining pipelines
[1 Monitoring for data drift

[1 Model governance & auditing

A churn model built in 2022 might fail in 2024 due to market changes — must detect and retrain.

Business Challenges in Al Adoption

[1 Data silos across departments

[1 Lack of data literacy in management

[ Overpromising capabilities

[1 Ethical and regulatory risks (GDPR, bias)
[1 ROI measurement complexities

Capstone Project Ideas (Al in Business)

1. Customer Churn Prediction
o Predict who’s likely to leave the service
o Build dashboards for sales teams
2. Dynamic Pricing Engine
o  Optimize prices based on demand and competition
o Integrate with business rules
3. Sales Forecasting
o Time series modeling
o Visualize forecasts vs. actuals
4. Fraud Detection System
o ldentify suspicious transactions
o Build explainability dashboards
5. Personalized Marketing
o Recommend products for individual users
o Measure campaign effectiveness
6. Supply Chain Optimization
o Predict demand
o Optimize inventory levels

Visit us at: www.sarvaindia.com Certified/Licensed by Govt. of India & 1SO 9001:2015 Do Not Copy, Edit & Print without Authorization/Permission ©2024 to present @SITED

-157 -



SARVA EDUCATION (SITED) (Running- An I.T & Skill Advancement Training Programme) -158 -

Career Roles

Data Scentist (Business Focus)
Machine Learning Engineer
Al Product Manager

Analytics Consultant

Al Strategy Lead

Business Intelligence Engineer

I

Summary

The Al in Business track focuses on using machine learning and optimization not just to predict outcomes, but to improve
business decision-making and profitability. It’s one of the most valuable and versatile specializations, blending technical skill with
business impact.

Three specific use-cases under Al in Business in detail, focusing on:

[0 Fraud Detection
[ Recommendation Systems
(1 Decision Optimization

Use-Case #1 — Fraud Detection

What is Fraud Detection?

Fraud detection means identifying abnormal or suspicious behavior that could indicate theft, scams or illegal activities.
Industries Impacted:

Banking — credit card fraud, loan fraud
Insurance — false claims

E-commerce — fake returns, chargebacks
Telecom — SIM swaps, subscription fraud
Healthcare — billing fraud

Types of Fraud Detection

1. Supervised Learning
o Historical data labeled as “fraud” or “not fraud”
o Algorithms;
= Logistic Regression
= Random Forests
=  Gradient Boosting
»  Neural Networks
2. Unsupervised Learning
o No fraud labels — detect anomalies
o Algorithms;
= Isolation Forests
= Autoencoders
»  One-Class SVM
= Clustering
3. Graph-Based Detection
o Models relationships between users, transactions, devices
o Finds suspicious rings or networks
o Libraries:
= NetworkX
» Neo4j Graph Data Science
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Challenges in Fraud Detection

[ Imbalanced data —fraud cases are rare (~0.1% to 2%)

[1 Constantly evolving fraud tactics

[1 False positives — flagging genuine users harms customer experience
[0 Reaktime detection speed

Example Solution Pipeline

Step 1: Data Gathering

Transaction details
Device/browser fingerprints

Customer profile
Historical fraud labels

Step 2: Feature Engineering

Transaction amount deviation from user average
Time-of-day analysis

Velocity features — number of transactions in short time
Graph features — connectivity to known fraud rings

Step 3: Model Training

e Handle imbalance with SMOTE or class weights
e Evaluate using AUC-ROC, Precision-Recall

Step 4: Real-Time Scoring

e DeployasaREST API
e Trigger alerts or block transactions

Step 5: Model Monitoring
e  Drift detection — fraud evolves quickly!

Example Tools

Python, scikit-learn
PyTorch/TensorFlow for deep learning
Neodj for graph detection

Streamlit for dashboards

AWS SageMaker for deployment

Use-Case #2 — Recommendation Systems

What is a Recommendation System?
A system that suggests products, services, or content tailored to each user’s preferences.
Industries Impacted:

e E-commerce — product recommendations

e  Media/Entertainment — movie, music, or article suggestions
e Retail — personalized promotions
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e Financial services — recommending investment products

Types of Recommendation Systems

1. Content-Based Filtering
o Recommend similar items based on item attributes
o E.g. “Because you watched action movies...”
2. Collaborative Filtering
o Learn user-to-user or item-to-item similarity
o Approaches:
= Matrix Factorization (SVD)
= Neighborhood-based
3. Deep Learning Recommendations
o Neural embeddings for users and items
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o Sequence modeling for session-based recommendations

o Transformers for context-aware recommendations
4. Contextual and Reinforcement Learning

o Adapts recommendations based on real-time feedback

o Example: multi-armed bandit algorithms
Challenges in Recommendations

[1 Cold start — new users or products with no history
[1 Scalability for millions of users/items
[1 Bias — popularity bias, filter bubbles

[1 Diversityand serendipity — not just showing the same types of items

Example Solution Pipeline

Step 1: Data Collection
e  User activity — clicks, views, purchases
e Item metadata — category, price, tags
e  Context — device, time, location

Step 2: Preprocessing

e Encode user and item IDs
e Create time-based sequences

Step 3: Modeling
e  Matrix Factorization
e Neural Networks (Word2Vec-style embeddings)
e Transformers for sequential patterns

Step 4: Evaluation

e  Offline metrics: precision@Kk, recall@k, NDCG
e  Online testing: A/B experiments

Step 5: Deployment

e Model served as a recommendation API
¢ Integration with website/app
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Example Tools

Surprise library (classic models)

TensorFlow Recommenders

LightFM

PyTorch

Spark MLIib for large-scale data

LangChain (if building conversational recommenders)
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Use-Case #3 — Decision Optimization

What is Decision Optimization?

Instead of simply predicting outcomes, Al helps businesses choose the best actions under constraints.

Industries Impacted:

Retail — inventory planning, pricing optimization
Manufacturing — production schedules
Transportation — logistics routing

Finance — portfolio optimization

Marketing — budget allocation

Types of Decision Optimization

Linear Programming (LP)

o Optimize linear objectives under linear constraints
Mixed-Integer Programming (MIP)

o Some variables must be integers (e.g. number of trucks)
Constraint Programming

o Solve complex scheduling or assignment problems
Reinforcement Learning

o Learn optimal strategies through trial and error

Example Business Problems

Retail Pricing: Maximize profit while staying competitive
Warehouse Layout: Arrange shelves to minimize picking time

Marketing Spend: Allocate $1M budget across channels for maximum ROI
Logistics Routing: Find fastest delivery routes under fuel constraints

Typical Optimization Pipeline

Step 1: Define Objective

Maximize revenue
Minimize costs
Balance risk vs. reward

Step 2: Gather Constraints

Budget limits
Inventory capacity
Time windows
Regulatory rules

Step 3: Build Mathematical Model
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e Formulate objective as a function
e Encode constraints as equations

Step 4: Solve

e  Use solvers like Gurobi, CPLEX, PuLP, OR-Tools
Step 5: Integrate into Business Process

e  APIs for real-time optimization
e Dashboards for decision-makers

Example: Marketing Budget Allocation

Goal: Maximize sales while keeping total budget < $1M.

*  Objective:

Maximize Sales =a x TV + b x Digital + ¢ x Print

e (Constraints:

TV + Digital + Print < $1,000, 000

Solvers like Gurobi will find the optimal allocation to maximize expected sales.

Challenges

[0 Realworld problems often non-linear

[1 Data uncertainty

[1 Complexity grows exponentially with problem size
[1 Need for explainable solutions

Example Tools

Python (PuLP, Pyomo, SciPy.optimize)

Google OR-Tools

Gurobi, CPLEX (commercial solvers)
Reinforcement Learning frameworks (Ray RLIib)
Bl dashboards for visualization

Summary

Each of these business Al applications transforms raw data into tangible value:

0 Fraud Detection — reduces financial losses and protects customers
[1 Recommendation Systems — boosts engagement, revenue, and customer loyalty
[1 Decision Optimization — maximizes profit, efficiency, and operational effectiveness

These domains are at the core of how modern businesses generate competitive advantages through Al.
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Month: 9-10

MLOps: CI/CD Pipelines, Docker and Kubernetes for Al

What is MLOps?

MLOps (Machine Learning Operations) is a set of practices that combines Machine Learning, DevOps, and data engineering to
deploy and maintain ML models in production reliably and efficiently. While traditional software deployment focuses on code,
MLOps deals with code, data, and models.

MLOps solves problems like:

Slow or manual deployment of ML models

Difficulties in scaling ML services

Model drift (degradation of performance over time)

Challenges in reproducibility

Inefficient collaboration between data scientists and engineering teams

Three core technologies empower modern MLOps:
e CI/CD Pipelines
e  Docker
e  Kubernetes
Let’s explore each in detail.
1. CI/CD Pipelines for MLOps
What is CI/CD?
e CI (Continuous Integration) automates integrating code changes into a shared repository. Every code change is
automatically built and tested.
e CD (Continuous Delivery or Continuous Deployment) automates releasing applications or services to production.
In MLOps, CI/CD pipelines are extended to handle:
[ Code (e.g. Python scripts, model training code)
0 Data(datasets, data schemas)
[1 Models (trained artifacts, weights, model binaries)
O Infrastructureas-Code (deployment configurations)

Typical CI/CD Pipeline Stages in MLOps

1. Data Validation & Data Versioning

Check for missing values, schema changes, anomalies
Tools: Great Expectations, TFX Data Validation
e  Store data versions with tools like DVC (Data Version Control)
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2. Code Testing & Linting

e  Unit tests for ML code
o Code quality checks (e.g. flake8, pylint)

3. Model Training Pipeline

e Triggered automatically after code/data changes
e Model retraining on updated data
e  Store trained models in a registry (e.g. MLflow, SageMaker Model Registry)

4. Model Evaluation

e Performance metrics (accuracy, F1, etc.)
e Bias/fairness checks
o  Drift detection

5. Packaging & Containerization

o Package the trained model into a container (Docker)
e Version the container image

6. Deployment

e Deploy the container to environments (dev, staging, production)
e Infrastructure defined via code (Helm charts, Terraform)

7. Monitoring

e  Collect metrics on:
o Model performance
o Latency
o Datadrift
o Business KPIs
e Trigger alerts if issues occur

Benefits of CI/CD in MLOps

Faster, safer releases
Traceability of changes
Reproducibility

Automation reduces human error
Easier rollbacks

2. Docker for MLOps

What is Docker?

Docker is a containerization platform that packages applications and their dependencies into containers. Containers are
lightweight, portable, and run the same regardless of environment.

In MLOps, Docker:

e  Packages ML models + serving code
o  Eliminates dependency hell
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e Supports reproducibility
o Simplifies scaling

Why Use Docker in ML Workflows?
[0 Environment Consistency

o  “It worked on my laptop!” problem goes away
e Your model runs the same on any machine

[0 Simplified Deployment
e One Docker image = deploy anywhere (local, cloud, Kubernetes)
[ Versioning
e Docker images can be versioned and rolled back
[ Security & Isolation
e Containers isolate processes
Example Docker Workflow in MLOps
1.  Write Dockerfile
Example:

FROM python:3.9
# Install dependencies
COPY requirements.txt /app/

RUN pip install --no-cache-dir -r /app/requirements.txt

# Copy model and code
COPY ./model /app/model

COPY ./app.py /app/app.py
WORKDIR /app

# Run the app
CMD ["python", "app.py"l]

2. Build Docker Image

docker build -t my-ml-model:vl
3. Run Container Locally

docker run -p 5000:5000 my-ml-model:vl
4. Push to Container Registry

Docker Hub

AWS ECR

Azure Container Registry
Google Container Registry

Visit us at: www.sarvaindia.com Certified/Licensed by Govt. of India & 1SO 9001:2015 Do Not Copy, Edit & Print without Authorization/Permission ©2024 to present @SITED



SARVA EDUCATION (SITED) (Running- An L.T & Skill Advancement Training Programme)

docker push my-ml-model:vl

3. Kubernetes for MLOps

What is Kubernetes?
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Kubernetes is an open-source container orchestration system. It automates deployment, scaling, and management of

containerized applications.

Key concepts:

Deployments — Manage replica sets for scaling
Services — Expose pods via networking

Ingress — Manage external access
ConfigMaps/Secrets — Store configuration securely

Why Kubernetes for ML?
[ Scalability

¢ Run many replicas of your model service
e Handle large traffic spikes

[] Resilience

e  Auto-restart crashed containers
e Rolling updates with no downtime

[ Resource Management
e Allocate CPU/GPU resources efficiently
O Multi-Environment
e  Separate dev, staging, and production clusters
O Integration with ML Tools
Kubeflow
MLflow on Kubernetes

Ray on Kubernetes
Spark on Kubernetes

Typical ML Deployment on Kubernetes
1. Create Docker Image

Package model as container.

2. Push to Registry

Store image in Docker Hub or private registry.
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3. Define Kubernetes YAML

Example deployment:

apivVersion: apps/vl
kind: Deployment
metadata:
name: ml-model-deployment
spec:
replicas: 3
selector:
matchLabels:
app: ml-model
template:
metadata:

labels:
app: ml-model

spec:

containers:

- name: ml-model-container
image: my-ml-model:vl
ports:

- containerPort: 5000

Example service:

apiVersion: vl
kind: Service

metadata:
name: ml-model-service
spec:
selector:
app: ml-model
ports:
- protocol: TCP
port: 80

targetPort: 5000
type: LoadBalancer

4. Deploy to Kubernetes

kubectl apply -f deployment.yaml
kubectl apply -f service.yaml

5. Monitor Deployment

e  Prometheus
e Grafana
e  Kubernetes dashboards

Putting It All Together
Here’s how these technologies work together in MLOps:

o Data scientists build models locally

o Track experiments with MLflow
e Push code to Git repository

o Trigger CI/CD pipeline
e CI/CD pipeline:

o Tests code
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Trains model
Validates performance
Builds Docker image
o Pushes Docker image to registry
e Kubernetes deploys container
o Exposes model as API
e  Monitoring tools watch for drift
o  Trigger re-training pipelines as needed

o O O

Popular MLOps Tools Integrating CI/CD, Docker & Kubernetes

ML flow

Kubeflow

Vertex Al (GCP)
SageMaker Pipelines (AWS)
DVC (Data Version Control)
Airflow

TFX (TensorFlow Extended)
Argo Workflows

Benefits of MLOps Using CI/CD, Docker, and Kubernetes

[1 Faster time to market

[1 Reliable, reproducible deployments

[1 Scalability to millions of requests

[1 Efficient use of compute (including GPUs)
[1 Easier collaboration between teams

[1 Safer rollback when models underperform
Conclusion

Modern machine learning doesn’t end when a model is trained. CI/CD pipelines ensure your ML projects remain agile and
reproducible. Docker makes your models portable and dependable across environments. Kubernetes lets you deploy, scale, and
manage those models in production with high availability and efficiency.

Together, these technologies form the backbone of MLOps — enabling businesses to unlock real value from Al systems.

Data Engineering for Al: Big Data, Spark, ETL

1. What is Data Engineering?

Data Engineering is the discipline of designing, building, and managing data pipelines and infrastructure to make high-quality,
clean, and accessible data available for analysis and machine learning (ML)/AI systems.

Why is Data Engineering critical for Al?

e  ML/AI models are only as good as the data fed into them.
o Real-world data is messy, unstructured, incomplete, and scattered across systems.
o Data engineers build robust systems to transform raw data into clean, well-organized, and scalable datasets.
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2. Big Data
[J What is Big Data?
Big Data refers to datasets that are:
e Large in volume (terabytes, petabytes, exabytes)
e Fast-moving (velocity) (real-time streaming data)
e Varied in structure (structured, semi-structured, unstructured)
For Al and ML:
e Big Data enables richer, diverse datasets, improving model accuracy.
o Enables training complex models like deep learning networks.

e Provides the scale for feature engineering and model experimentation.

Characteristics of Big Data

1. Volume
o Massive datasets (e.g. logs, l0T data, social media feeds)
2. Velocity
o Rapidly generated data that needs near-real-time processing.
3. Variety
o Structured (tables), semi-structured (JSON, XML), unstructured (images, videos, text).
4. Veracity
o Data quality and trustworthiness.
5. Value

o Extracting useful insights or enabling Al solutions.
Common Big Data Sources

Transaction logs

10T sensors

Web logs and clickstreams
Social media posts

Audio, video, and images
Scientific simulations

3. ETL (Extract, Transform, Load)
[J Whatis ETL?
ETL is the process of:
e Extracting data from various sources.
e Transforming it into a usable format.
e Loading it into a data warehouse, data lake, or other storage for analysis or ML.

Without ETL, data often remains raw, inconsistent, or unusable for ML pipelines.

ETL Process in Detail
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> Extract

e  Pull data from:
o Databases (SQL, NoSQL)
o APIs
o Flatfiles (CSV, XML, JSON)
o  Streaming sources (Kafka, Pulsar)

Challenges:
e Connectivity to diverse systems.

e Data volume constraints.
e Data security during transfer.

> Transform

Data cleaning:
o Remove duplicates
o Handle missing values
o Normalize formats (dates, currencies, etc.)
e Data enrichment:
o Combine datasets (joins, merges)
o Generate new features
Data validation:
o Schema checks
o Anomaly detection
Data aggregation:
o Summaries
o  Windowed aggregations for time-series data

Why is transformation critical for Al?
[J Al models needconsistent, clean, and formatted data.

[J Poorly transformed data leads to biased, inaccurate models.

> Load

e  Store transformed data into:
o Data warehouses (Snowflake, Redshift, BigQuery)
o Data lakes (HDFS, S3)
o Data lakehouses (Databricks Delta Lake, Iceberg, Hudi)

Considerations:
e  Partitioning large datasets.

e  Optimizing file formats for analytics (Parquet, ORC, Avro).
e  Security and access control.

ETLVSELT

e ETL: Transform data before loading into storage.
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e ELT: Load raw data into storage first, transform afterward.

Modern cloud-based systems often use ELT for scalability and cost efficiency.

4. Apache Spark

[J What is Apache Spark?

Apache Spark is a distributed computing framework designed for fast, large-scale data processing. It’s a powerhouse for data
engineering and Al workloads.

It can:
e Process huge volumes of data in parallel.
e Run workloads 10-100x faster than Hadoop MapReduce.
e  Support multiple languages: Python (PySpark), Scala, Java, R.
o Integrate tightly with ML libraries and data science tools.

Spark Architecture

e Driver Program

o Orchestrates job execution.
e  Cluster Manager

o Allocates resources (e.g., YARN, Kubernetes, Mesos, Standalone).
o Executors

o Run tasks and store data.

Core Spark Components

1. Spark Core

e Basic distributed computation (map, reduce, filter).
e Handles fault tolerance and task scheduling.

2. Spark SQL

e  Process structured data using SQL queries.
e Converts SQL to optimized Spark jobs.

Example:

spark.sgl ("SELECT COUNT (*) FROM customers WHERE country = 'USA'")

3. Spark DataFrame API

o High-level abstraction for tabular data.
e  Optimized execution via Catalyst and Tungsten engines.

Example:

df = spark.read.parquet ("s3://data/customers/")
df.filter (df ["country"] == "USA") .groupBy("state") .count () .show ()
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4. Spark MLIib

e  Machine learning library within Spark.

e Supports:
o Classification
o Regression
o Clustering
o Recommendation
o Feature engineering
o Pipelines for ML workflows

Example:

from pyspark.ml.classification import LogisticRegression

lr = LogisticRegression (featuresCol="features", labelCol="label")
model = lr.fit(trainingData)
predictions = model.transform(testData)

5. Spark Streaming / Structured Streaming

¢ Real-time data processing.
e Handles event-time processing, windowing, late data.

Example:

streamingDF = spark.readStream \
.format ("kafka") \
.option ("subscribe", "clickstream") \
.load()

query = streamingDF.writeStream \
.format ("console") \
.start ()

Spark for Al

Spark plays a massive role in Al pipelines:

[1 Data preprocessing at scale.

[l ETL pipelines for training data.

[] Distributed ML model training (e.g. MLlib, XGBoost4J).

[1 Integrates with deep learning frameworks like TensorFlow, PyTorch (via libraries like Horovod, Deep Learning Pipelines).

Spark vs Hadoop

Feature Hadoop MapReduce | Spark

Speed Slow (disk I/O heavy) | Fast (in-memory)

Data processing | Batch only Batch + Streaming

Ease of use Low (Java-centric) High (multi-language, higher abstractions)
ML support Very limited Native ML libraries (MLIib)
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Putting it all together
Here’s how these components connect in a real Al scenario:

1. Big Data Environment
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o Data generated at massive scale (e.g. website clicks, 10T devices).

2. ETL Process
o Extract raw data from diverse sources.
o Transform it to a clean, structured format.
o Load into a data lake or warehouse.
3. Apache Spark
o Runs ETL pipelines quickly on large datasets.
o Prepares data for ML feature engineering.

o Trains ML models on huge datasets (e.g. millions of rows).
o Handles streaming data for real-time Al applications.

4. Al Models
o Consume engineered, high-quality data.

o Predict outcomes, detect fraud, personalize user experience.

Popular Tools for Data Engineering & Al

[0 Apache Spark — Big Data processing & ML pipelines.

[0 Kafka / Pulsar — Real-time streaming data.

[0 Airflow — Orchestration of ETL workflows.

[0 Snowflake / Redshift / BigQuery — Cloud data warehouses.
[1 Databricks — Unified analytics & ML platform.

[1 Delta Lake / Iceberg / Hudi — Data Lakehouse management.
[1 DBT — Data transformation and testing.

Benefits of Good Data Engineering for Al

[1 Accurate Al models

[] Faster ML model development

[1 Lower costs via scalable infrastructure

[1 Ability to process both historicaland real-time data

[ Reproducibility of experiments and results

Challenges in Data Engineering for Al

[J Data quality issues

[J Complexity of integrating diverse data sources

[J Maintaining scalable infrastructure

[ Managing reattime data pipelines

[0 Cost management in cloud environments
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Conclusion
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Data Engineering is the backbone of any Al system. Without solid ETL pipelines, big data tools like Spark, and scalable

infrastructure, Al models simply can’t perform well or reliably.

e Big Data — Gives scale and variety.
e ETL — Converts raw data into ML-ready data.
e Spark — Makes all this scalable, fast, and efficient.

This ecosystem is what transforms raw data into real-world Al impact.

Al + Web Integration (Flask + React)

1. Why Integrate Al with Web Apps?

Modern Al applications rarely exist in isolation—they need a user interface for:

[J Taking user inputs (text, images, audio)
[l Displaying model predictions (text, visuals, charts)
[l Integrating with business workflows
A web app provides:
e  Accessibility (browser-based, cross-platform)

e Usability (user-friendly UI)
e Scalability (deploy to cloud)

2. Typical Architecture

An Al-powered web app usually has:
[J Frontend — React
e  User interface
e Sends HTTP requests to backend
e Displays Al predictions
O Backend —Flask (Python)
e Hosts Al models
e Provides REST API endpoints
e Handles inference logic
[J Model Files

e .pkl, .h5, .pt etc. files stored locally or in cloud

[l Data Flow:

User —» React - Flask API - AI Model - Flask —» React - User
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3. Backend (Flask)

Flask is a lightweight Python web framework, perfect for:

[J Fast API development
[ Hosting ML models (since ML code is in Python)
[ Easy deployment (Heroku, AWS, etc.)

Installing Flask

pip install flask flask-cors

e flask-cors — Allows your React frontend (on a different port) to talk to Flask.
Example: Simple Flask API
Suppose you have an Al model that predicts sentiment from text.
Load your trained model:

# file: app.py

from flask import Flask, request, jsonify
import joblib

app = Flask(_ name )

# Load trained model

model = joblib.load("sentiment model.pkl")
vectorizer = joblib.load("vectorizer.pkl")

Define an endpoint:

@Qapp.route ('/predict', methods=['POST'])
def predict():
data = request.json
user text = data.get ('text')
# Convert text to features
X = vectorizer.transform([user text])
prediction = model.predict (X) [0]

return jsonify ({"prediction": prediction})
Run the Flask server:

if name == " main ":

app.run (debug=True, port=5000)
By default, Flask runsat http://localhost:5000.
CORS
To allow your React frontend (which runson e.g. http://localhost:3000) to call Flask:

from flask cors import CORS

app = Flask(_ name )
CORS (app)
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Flask for Larger Projects
For bigger apps:

[0 Organizeroutes in Blueprints

[ Use Gunicorn or uWSGI for production
[J Add authentication (JWT, OAuth)

[J Serve static files (images, audio)

4. Frontend (React)

React is a powerful JavaScript library for building Uls.
e Components — UI blocks
e Hooks — manage state, side effects
o Integrates easily with REST APIs

Basic Steps

[J Install React app:

npx create-react-app ai-web-app

Example React Component to Call Flask API

import React, { useState } from 'react';
import axios from 'axios';

function SentimentForm() {
const [text, setText] = useState(''):;
const [prediction, setPrediction] = useState('');
const handleSubmit = async (e) => {

e.preventDefault () ;

const res = await axios.post('http://localhost:5000/predict', {
text: text
1)

setPrediction (res.data.prediction);

}i

return (
<div>
<h2>Sentiment Analyzer</h2>
<form onSubmit={handleSubmit}>
<input
type="text"
value={text}
onChange={e => setText (e.target.value)}
placeholder="Enter your text"
/>
<button type="submit">Predict</button>
</form>
{prediction && <p>Prediction: {prediction}</p>}
</div>
)
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export default SentimentForm;
Cross-Origin Issues
React runs on port 3000; Flask on 5000. You’ll need:

[1 CORS enabled in Flask
[J OR aproxy inpackage. json:

"proxy": "http://localhost:5000"
Styling and Ul Libraries
For better Ul:

[J Tailwind CSS
[J Material Ul

[J Bootstrap

[ Ant Design

5. Integrating More Complex Al Models
Your Flask APl can handle:

e NLP Models

— Text summarization, Q&A, translation
e Computer Vision Models

— Upload images — detect objects, classify
e Speech Models

— Upload audio — transcribe or analyze

Example: Image Classification
Flask backend to handle image upload:

from flask import request
from PIL import Image
import numpy as np

@app.route ('/predict-image', methods=['POST'])
def predict image():
file = request.files['file']
img = Image.open(file.stream) .resize((224, 224))
arr = np.array(img) / 255.0
arr = arr.reshape(l, 224, 224, 3)

prediction = model.predict (arr)
return jsonify ({"prediction": prediction.tolist()})

React frontend to send image:

const formData = new FormData();
formData.append("file", selectedFile);

axios.post ('http://localhost:5000/predict-image', formData, {
headers: { "Content-Type": "multipart/form-data" }
})

.then(res => {
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console.log(res.data.prediction);

1)

6. Deploying Your Al Web App

[1 Dockerize Flask
A simple Dockerfile for Flask:

FROM python:3.10
WORKDIR /app

COPY requirements.txt requirements.txt
RUN pip install -r requirements.txt

COPY

EXPOSE 5000

CMD ["python", "app.py"]
[J Deploy Frontend

Options:

[1 Vercel / Netlify
[l AWS Amplify
[1 Azure Static Web Apps

[J Deploy Flask Backend

[1 Heroku

0 AWS EC2

[1 Google Cloud Run
[1 Azure App Service

Common Production Concerns

Authentication (JWT, OAuth)
Logging

Model versioning

Scalability

Security

~

. Benefits of Flask + React for Al Apps

Easy to integrate ML Python code
Scalable architecture

Read gives rich Ul experiences
Works for APIs or fultstack apps
Large community and libraries

I B R I
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8. Limitations

[1 Flask not ideal for extremely high load (consider FastAPI for async)

[] React learning curve for beginners

[0 Need good DevOps knowledge for dgployment

[J ML models may have large dependencies — increases Docker image size

Sample Use Cases

Chatbots

Sentiment Analysis Tools
Document Search Engines
Al Image Editors

Audio Transcription Services
Recommendation Systems

Oooo4gooog

TL;DR
e  Flask hosts your Al model via API
e React builds a user-friendly web interface
e  Users send data — Flask returns predictions — React displays results
o Deploy with Docker for scalability

This combination—Flask + React—is one of the most practical stacks for bringing Al to real users.
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Month-11

Reading and Writing Research Papers with Al

Why is Reading Research Papers Important?
The world of Al evolves extremely fast. Every year, thousands of new research papers are published in conferences like:

NeurlIPS

ICML

CVPR

ACL

ICLR

AAAI

JMLR (Journal of Machine Learning Research)

If you want to:

e Learn cutting-edge techniques
e Discover new research directions
e  Contribute your own research

then reading research papers is essential.

1. How to Read Research Papers

Reading research papers is a skill. Develop it like this:
a. Understand the Paper’s Structure

Most ML/AI papers typically include these parts:

Abstract — a summary of the paper

Introduction — problem statement and motivation
Related Work — previous work and existing gaps
Method — what new approach the authors proposed
Experiments — datasets, results, ablation studies
Conclusion — key findings and future work
References

b. Skimming Technique
You don’t always need to read every paper from start to finish. At first, just check:

Title

Abstract
Introduction
Conclusion
Figures / Tables

If these seem interesting, then dive deeper into the details.
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c. 3-Pass Reading Technique

Pass 1 — Overview (5-10 minutes)

e Read the abstract and conclusions.
e Look at figures and tables.
¢ Note important keywords.

— Decide whether the paper is worth reading in full.

Pass 2 — Understanding (30-60 minutes)

Read the methods section carefully.
Focus on the equations.

Review experimental tables.

Skim the related work.

— Grasp the core idea of the paper.

Pass 3 — Critical Reading (1-2 hours)

Understand each equation in detail.

Note down the authors’ assumptions.
— Ask yourself:

e Isthis innovation truly new?
e What are its limitations?
e What could be potential future work?

d. Figures and Tables

Think about how you’d reproduce the experiments.
Identify the strengths and weaknesses of the paper.

-181-

Figures and tables often provide the most valuable insights in Al papers, such as:

Architecture diagrams
Ablation studies
Performance charts
Confusion matrices

— You can quickly understand a paper’s core contribution by examining its visuals.

e. Note-Taking

While reading papers, make sure to:

o Write down key ideas

e  Summarize steps of algorithms

¢ Note limitations

e  Capture implementation ideas
Useful tools:

e Obsidian

e Notion

e  Zettelkasten method
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f. After Reading the Paper

Try implementing the method (check for GitHub repos).
Share ideas on discussion forums (Reddit, Twitter, LinkedIn).
Join journal clubs.

Watch the author’s talks (YouTube, conference recordings).

2. How Al Tools Make Reading Papers Easier

Al can help you read and analyze research papers more effectively.
a. Semantic Scholar

e  Shows summaries of papers.
e Highlights important citations.

b. Elicit

e You can ask questions, and Elicit recommends relevant papers.
e Extracts key points from papers.

c. ChatGPT & LLMs
e Upload papers and ask for summaries.
e  Get explanations for complex equations.
e  Generate keywords for your research.

Examples:

“Summarize this paper in simple terms.”
“Explain the architecture in figure 3.”
“What are the limitations of this paper?”

d. Connected Papers

e Visualizes a network of related papers starting from one paper.
e Helps you explore research directions easily.

e. arXiv Sanity
e Atool by Andrej Karpathy.
e Helps track trending papers.
e Allows you to filter papers based on interests.

f. Scholarcy

o  Creates bullet-point summaries of long papers.
o Detects tables and figures for easier review.

3. How to Learn Writing Research Papers

To become a good researcher in Al, you must learn not only to read papers but also to write your own.
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a. ldea Generation

e Look for gaps in your current projects.
e Focus on limitations of existing methods.
e Work on new datasets or benchmarks.
o Ask “What if?” questions.
Example:

“Can transformers outperform traditional methods for time-series forecasting?”
b. Novelty is Essential

A paper typically gets published only if:

You propose a new method.

You significantly improve an existing method.

You apply known methods to a new domain.
You provide a solid theoretical analysis.

c¢. Writing Structure
Title
e Keep it precise and catchy.
Example:
“Graph Attention Networks for Social Network Analysis”
Abstract

Cover these 4 key points:

e Problem
e Method
e Results
e Impact
Introduction

e Why is this problem important?
e What gaps exist in the literature?
e What is your contribution?

Related Work

e Discuss others’ work.
e  Explain how your method differs or improves upon existing approaches.

Methodology
Provide complete details:
e Architecture diagrams

e Equations
e  Hyperparameters
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Experiments
e Describe datasets.
e Compare with baselines.
e Include ablation studies.
e  Make result tables clear and readable.

Discussion

e Openly discuss limitations.
e  Suggest future research directions.

References

e Include proper citations.
d. Figures and Visuals
Good visuals:

e Help explain complex concepts clearly.
e Impress reviewers and readers.

e. Clarity is King

e Write short, clear sentences.
e Avoid excessive jargon.

-184-

o  Ensure reviewers can easily understand what’s new in your work.

4. Al Tools for Writing Papers

Al tools can also help you write better papers:
a. ChatGPT

Improve abstracts.

Simplify complex sentences.

Correct grammar.
Explain LaTeX equations.

b. Grammarly

e  Checks grammar, clarity, and tone.
c. LaTeX Tools

e  Overleaf

o KaTeX (for equations)

e  TikZ (for diagrams)

d. Zotero / Mendeley

e Manage references.
e Format citation styles properly.
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e. Paperpal

e Helps improve scientific writing quality.
5. How to Submit Your Paper

e Choose a target conference:

o NeurlPS, ICML, CVPR

o ACL, ICLR, AAAI
Follow the conference formatting rules.
Never miss the submission deadline.
Take reviewer comments positively.
Submit revisions promptly.

6. How to Stay Connected in the Research Community

Follow researchers on Twitter.

Join Reddit communities (like r/MachineLearning).
Explore ML Discord servers.

Attend conference talks and workshops.

Be active on Kaggle discussion forums.

7. Common Mistakes

[1 Spending too much time reading every paper in detail.
[1 Skim first and decide whether to read deeply.

[1 Chasing novelty without practical value.
[0 Work on impactful and practical solutions.

[1 Ignoring reviewer comments.
[1 Take feedback seriously.

[1 Ignoring figures.
[1 Figures often hold the key insights.

Final Tips

Read papers regularly.

Try implementing ideas.

Keep detailed notes.

Think likea reviewer.

Develop your writing skills.

Stay active in the research community.
Use Al tools smartly.

Oooooogo

TL;DR

Read papers — Skim first — Dive deep if interesting.
Look at figures first.

Maintain good notes.

Use tools (ChatGPT, Elicit, Connected Papers).
Practice writing your own papers.

Think critically like a reviewer.

Stay connected in the community.
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Kaggle Competitions & Model Benchmarking

What is Kaggle?

e Kaggle is an online platform for data science and machine learning competitions.
e Owned by Google (Alphabet).
o  Offers:
o Competitions — solve real-world ML problems for prizes, jobs, or learning.
Datasets — tons of free data.
Kernels (Notebooks) — share and run code online.
Discussion forums — ask questions, share knowledge.
Courses — learn ML, Python, SQL, and more.

O O O O

Why Join Kaggle Competitions?
1. Real-World Problems

e Work on real, messy datasets.
e E.g. predicting housing prices, detecting cancer in medical images, NLP tasks, etc.

2. Improve Skills

e Learn:
o Data cleaning
o Feature engineering
o Model tuning
o Ensemble methods
e  Practical skills you don’t always learn from textbooks.

3. Benchmark Your Skills

e  See how your models perform compared to:
o Beginners
o Professionals
o Top ML researchers

4, Portfolio & Jobs

e Public notebooks and good competition results are excellent for your resume.
e Companies look for Kaggle profiles when hiring data scientists.

5. Networking

e Collaborate with people globally.
e Make friends in the data science community.

Types of Kaggle Competitions

Type Description Prize?
Featured Big competitions sponsored by companies (e.g. Google, Mercedes, Yes (often large)
Zillow)

Research Often academic or cutting-edge ML research topics Sometimes

Recruitment | Companies scout for talent Sometimes

Playground | For fun, practice problems No or small
prizes

Analytics Focus on insights and storytelling rather than pure ML models Usually no prize
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How a Kaggle Competition Works

Step 1 — Read the Problem Statement
[J Understand:

Objective

Evaluation metric (e.g. RMSE, AUC, F1-score)
Deadline

Rules about external data or private data

Step 2 — Download the Data

e Provided in:

o CSV
o JSON
o Images
o Text

e Often divided into:
o train.csv
o test.csv

o sample_submission.csv

Step 3 — Exploratory Data Analysis (EDA)

e  Check for:
o Missing values
o Data types
o Outliers
o Class imbalance
e Visualize:

o Histograms
o Correlation heatmaps
o Pair plots

Step 4 — Baseline Model

e  Build something simple:
o Linear regression
o Logistic regression
o Decision trees
e Helps you:
o Understand the problem
o Have a benchmark to improve upon

Step S — Feature Engineering

e Create new features:
o Groupby statistics
o Ratios
o Time-based features
o Text embeddings
o Feature engineering often decides winners vs. average solutions.

Step 6 — Model Selection & Training

e  Tryvarious models:
o Random Forest
o Gradient Boosting (XGBoost, LightGBM, CatBoost)
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o Neural networks

o Transformers (for NLP/vision tasks)
e Tune hyperparameters:

o Grid Search

o Random Search

o Bayesian Optimization

Step 7 — Cross-Validation
e  Always split data properly!
e  Popular methods:
o k-Fold CV
o Stratified k-Fold
o Group k-Fold (for grouped data)
This avoids overfitting to the training set.
Step 8 — Ensemble Methods
Top Kagglers often:
e  Average predictions from multiple models.
e  Stack models:

o Level-1 models — predictions as features
o Level-2 model — final prediction

This often boosts your score significantly.
Step 9 — Submission
e Format submission as required (e.g. CSV with Id and Prediction columns).
e Upload to Kaggle.
e Kaggle returns your Public Leaderboard Score.
Step 10 — Keep Iterating
e Analyze errors.

e Trynew ideas.
e  Watch discussion forums for new techniques.

Leaderboards

Public Leaderboard

e  Shows scores for a small subset of test data (~20%-30%).
e Can be misleading because people overfit to public LB.

Private Leaderboard
o Revealed after competition ends.
e Based on remaining test data.

o  Determines final ranking.

Many competitors fall significantly between public and private LB due to overfitting.
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Tools Commonly Used in Kaggle

Python (Pandas, NumPy, Scikit-learn)
Jupyter Notebooks / Kaggle Notebooks
XGBoost / LightGBM / CatBoost
TensorFlow / PyTorch

Optuna (hyperparameter tuning)

SHAP / ELI5 (interpretability)

Docker (sometimes for reproducibility)

Model Benchmarking — What It Means

-189 -

“Benchmarking” means evaluating your model’s performance against:

[1 Baseline Models

Simple models like linear regression or dummy predictors.

[J Competitors’ Results

Compare your public LB score to others.

[0 Published Papers

[J Real-World Use Cases

Metrics Used for Benchmarking

Depending on the problem:

Regression
o RMSE (Root Mean Square Error)
o MAE (Mean Absolute Error)
Classification

o Accuracy

o F1-score

o AUC-ROC

o Log Loss
Ranking

o NDCG

o MAP

Segmentation
o loU (Intersection over Union)

Always check the competition’s metric.

Tips from Top Kagglers

Oooogooo

Read the forums and notebooks early. Many clues appear there.
Start with a clean pipeline.

Don’t overfit to the public leaderboard.

Keep experiments well organized.

Automate epetitive tasks.

Save all model versions.
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[ Learn from others’ code.
[ Always check assumptions in the data.

Common Mistakes

[ Submitting without CV — Overfits leaderboard.
[] Ignoring data leakage — Inflates your LB score falsely.
[0 Copypasting code without understanding.

[ Overengineering — Complexity that doesn’t improve results.

[ Missing deadlines.
Benefits of Kaggle Competitions

Practical learning

Working on real datasets
Connecting with a community
Building reputation

Improving problemsolving skills
Exposure to SOTA ML techniques

I o

Who Should Try Kaggle?

Students — Build portfolio & practical skills
Data scientists — Stay sharp & network

ML researchers — Try new ideas

Hobbyists — Learn and have fun!

TL;DR

Kaggle is excellent for practical ML learning.

Start simple — EDA — Baseline — iterate.
Benchmark models carefully.

Avoid leaderboard overfitting.

Learn from the community.

It’s one of the fastest ways to level up your ML skills!
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Kaggle Competitions & Model Benchmarking (Advanced Focus)

Mindset at Advanced Level

At the advanced stage, Kaggle becomes less about learning basics and more about:

[1 Pushingmodel performance to the limit

[1 Discoveringnew features or clever tricks

O Ensembling models effectively

0 Efficientresource usage under constraints

[1 Ensuringgeneralization and avoiding leaderboard overfitting
[1 Understandingniche methods for specific data types

Advanced Data Exploration
At advanced level, EDA isn’t just plotting histograms:

e  Search for hidden leakage:
o  Timestamps indirectly leaking target
o Row order or IDs encoding signal

e Check:
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o Target distribution drift (train vs. test)
o Anomalies hinting at data collection logic
e Perform feature importance scans early (using simple models) to detect strong signals fast.

Advanced Feature Engineering

This is often where competitions are won.

1. Group Statistics
e  Groupby-aggregates — mean, std, count, unique count
e Lag features (for time-series)
o Difference from group means (residual features)

2. Feature Interactions

e  Multiply / divide features
e Target encoding combinations of categorical pairs

3. Embeddings

e For high-cardinality categoricals:
o Entity embeddings
o Word2Vec or Node2Vec on graphs built from co-occurrence

4. Unsupervised Features

e  Clustering (KMeans clusters as new features)
e Dimensionality reduction (PCA, UMAP, Autoencoders)

5. Text / NLP
e TF-IDF + truncated SVD
e Transformer embeddings (BERT, RoBERTa) + pooling strategies
e  Sentence similarity scores as features
6. Image Metadata
e EXIFinfo

e Image histograms
e CNN feature extractors (ResNet, EfficientNet)

Advanced Model Development
Robust CV Strategy
Critical at advanced level.

e  Choose folds carefully:

o  TimeSeriesSplit

o GroupKFold (users, stores, etc.)

o Stratified folds for imbalanced data
e Monitor CV vs. Public LB gap continuously.
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Model Stacking

e Classic Stacking:
o Train base models — generate predictions — feed predictions into meta-model
e  Advanced:
o Use K-fold out-of-fold predictions to avoid leakage.
o Meta-models can be:
= Ridge/ Lasso
= GBM
= Neural nets

Blending

e Simple weighted averages of predictions.
e Consider:

o Different seeds

o Different feature sets

o Different models

Model Snapshot Ensembling

e For NNs:
o  Save checkpoints from multiple epochs.
o Average predictions — boosts stability.

Augmentations

e For images:
o Albumentations
o Mixup, Cutmix
e For tabular:

o SMOTE
o GAN-based synthetic data
e For text:

o Back-translation
o Synonym replacement

Advanced Hyperparameter Optimization
Instead of naive grid search:

e Bayesian Optimization (Optuna, Hyperopt)
e Population-based training (for neural nets)
e Use:

o Early stopping

o Pruning unpromising runs

Model Interpretation

o  Even in competitions, interpretability can help:
o Find spurious correlations
o Understand why certain features dominate

Use:

e SHAP
e  Permutation Importance
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e Partial Dependence Plots

Specialized Models

Advanced Kagglers often try:

CatBoost for high-cardinality categoricals
o Neural nets for:

o NLP
o Tabular data (TabNet, FT-Transformer)
e  GNNs for:

o Graph data

o Co-occurrence matrices
e  Transformers for:

o Sequences

o Time-series

Leaderboard Tactics
Public LB Overfitting

o Akeyrisk at advanced level.

e Ways to avoid:
o Small LB validation sets — random noise can push you higher or lower.
o Maintain several CV strategies and track how stable your models are.
o Blending diverse models — reduces risk.

Private LB Estimation

o Keep logs of CV scores and their historical correlation to public LB.

e Watch for:
o Public LB scores that improve while CV stagnates — possible overfitting.
o Large volatility between local CV folds — instability.

Last-Day Strategy
Many top Kagglers:

e  Prepare multiple diverse models.
e  Submit the most stable blend on last day.
e Avoid last-minute experimental submissions unless proven by CV.

Advanced Kaggle Practices

[1 Version control your experiments — track changes and results.
[1 Maintain scripts fordata processing pipelines.
O Develop modular code:

Data loading

Feature engineering

Model training

Validation

Prediction

[1 Use Docker for reproducibility when environment complexity increases.
[0 Saveseed values to reproduce experiments.

[0 Study winning solutions in detail — read code,not just descriptions.
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Model Benchmarking — Advanced Considerations
Benchmarking goes beyond just LB rank:

Latency constraints — is the model fast enough for production?
Model size — important if deploying to edge devices.
Robustness — test on shifted data distributions.

Fairness — does the model introduce bias?

Reproducibility — critical in research-based competitions.

Advanced Metrics to Monitor
Depending on problem:

Regression — RMSLE, quantile loss (for heteroscedastic targets)

Classification — MCC (for imbalanced classes), Focal Loss

Ranking — NDCG@k

Image Segmentation — Dice coefficient

Custom metrics — competitions sometimes have special metrics like mean Average Precision at specific thresholds

Common Pitfalls (Advanced Level)

Overfittirg to LB even with cross-validation

Excessive ensembling — unstable solutions

Not checking for test distribution drift

Ignoring runtime constraints

Data leakage through target encoding or improper splits
Spending excessive time on minor improvemerts

I B R |

Benefits of Staying Active on Kaggle (Advanced)

[1 Exposure to cuttingedge ML solutions
[1 New ideas for production ML pipelines
[1 Public profile can lead to:

e Job opportunities

e  Collaborations

e  Speaking invitations
[1 Great way to test theoretical researchunder practical constraints
[] Incredible community of advanced practitioners

Final Advice for Advanced Kagglers

e Treat Kaggle as a R&D lab — perfect place to test ideas safely.

e  Study past winning solutions deeply.

e Stay humble — some competitions are heavily data-driven and resist modeling finesse.
e Document everything — it’s easy to lose track in complex competitions.

e Focus on robust solutions rather than just chasing LB points.

TL ;DR for Advanced Users

e  Think deeply about data and leakage.
e  Use robust CV and multiple splits.

e  Master ensemble methods.

e Don’t trust the public LB blindly.

e  Study others’ solutions for hidden gems.
e  Keep your code clean and reproducible.
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Real Industry Problem Solving with Al

1. How Real-World Al Differs from Competitions

People often compare industry Al to Kaggle competitions or academic research. However, real-world Al involves much more
complexity:

[0 Ambiguous Problem Statements
In competitions, the problem is clearly defined with a fixed dataset and metric. In the industry, you often have to define the
problem yourself. For example:

e  “How can we reduce customer churn?”
e  “Why is inventory piling up?”

00 Incomplete and Messy Data

e Data may exist in scattered systems (databases, Excel sheets, logs).
e Missing values, errors, and inconsistent definitions are the norm.

[1 Business Constraints

Latency (e.g. fraud detection must happen in milliseconds).
Privacy rules (GDPR, HIPAA).

Budget and infrastructure limitations.

Stakeholder preferences.

[ Deployment Challenges

Integration with existing systems.
Monitoring model drift over time.
Retraining pipelines.

User trust and explainability.

0 Changing Environment

e Customer behavior shifts.
e New regulations.
e  Seasonality effects.

Hence, solving real industry problems requires blending:

Data science
Engineering

Business acumen
Communication skills

2. Typical Steps in Solving Industry Al Problems
Let’s see how a typical Al project unfolds in the real world.
Step 1 — Problem Scoping

e  Meet with stakeholders to understand business pain points.
e  Convert business goals into data science objectives.
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o E.g. “Increase upsell revenue” — “Predict customer purchase likelihood.”

e Define the success metric:
o Financial ROI
o Precision/Recall thresholds
o Business rules

— Good problem scoping prevents wasted months on irrelevant solutions.

Step 2 — Data Discovery & Assessment

e | ocate relevant data sources:
o Databases
o APl logs
o ERP systems
o CRM systems
o External datasets

o Data volume

o Data quality

o Missing values
o Datarecency

Sometimes, the initial analysis reveals:

e Not enough data to solve the problem
e The need to collect new features

— Business leaders must decide whether to invest in new data collection.

Step 3 — Data Cleaning & Preparation

Handle missing data.

Remove duplicates.

Correct errors (e.g. incorrect units).
Standardize formats.

Join data from multiple tables.

Real data engineering often takes 50-80% of project time.
Step 4 — Exploratory Data Analysis (EDA)

e Understand data distributions.
e  Check for:
o  Skewness
o Outliers
o Data leakage
o Correlation with target

EDA is essential to:

e Discover hidden issues.
o  Find useful business insights early.
o Identify potential features.

Step 5 — Feature Engineering

o  Create new features that reflect domain knowledge:
o  Time since last purchase
o User-level statistics
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o Ratios and growth rates
o Aggregations
e Transform raw data into something models can learn from.

In many business projects, clever feature engineering beats fancy algorithms.
Step 6 — Modeling

e  Select modeling techniques:

o Logistic Regression
Gradient Boosting Machines
Random Forests
Neural Networks
Time Series Models
NLP models
Computer Vision models
e Balance between:

o Predictive power

o Speed

o Interpretability

O O O O O

(@)

Step 7 — Evaluation & Validation

e Evaluate on historical holdout sets.

e Check:
o Precision, Recall, F1-score
o ROC AUC

o Business-specific metrics (e.g. profit uplift)
e Avoid overfitting.
e Validate assumptions:

o  Will the model remain stable next month?

Step 8 — Business Impact Assessment

e Estimate ROI:
o Revenue increase
o Cost savings
o Process improvements
e  Prepare a business case for deployment:
o Will the model generate enough value to justify operational costs?

Step 9 — Deployment

e Integrate with business systems:
o Real-time APIs
o Batch scoring pipelines
e Setup:
o Monitoring dashboards
o Retraining schedules
o Alerts for data drift

— Deployment is often the biggest challenge in real projects.
Step 10 — Monitoring & Maintenance

e Track:
o Model accuracy
o Data quality
o Concept drift
e Address:
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o Changes in business rules
o New customer behaviors
o Regulatory updates

— Al models require ongoing care, not just one-time building.

3. Types of Problems Al Solves in Industry

Here are typical business problems where Al shines:
a. Customer Analytics

Churn prediction

Customer segmentation

Lifetime value prediction
Product recommendation

b. Marketing Optimization

e Personalized offers
e Dynamic pricing
e Ad bidding optimization

c. Fraud Detection
¢ Financial transactions
e Insurance claims
e E-commerce scams
— Often requires real-time models with low latency.
d. Operations & Supply Chain
e Demand forecasting
e Inventory optimization
e Route planning
e. NLP Applications
Document classification
Sentiment analysis

Chatbots
Contract analysis

f. Computer Vision

Quality control in manufacturing
Defect detection

Medical image diagnosis

Retail shelf analysis

g. Predictive Maintenance

Visit us at: www.sarvaindia.com Certified/Licensed by Govt. of India & 1SO 9001:2015

-198 -

Do Not Copy, Edit & Print without Authorization/Permission ©2024 to present @SITED



SARVA EDUCATION (SITED) (Running- An L.T & Skill Advancement Training Programme)

e  Monitoring sensors on equipment
e  Predicting machine failures
e  Scheduling preventive repairs

h. HR & Talent Analytics
e Resume screening
e  Employee attrition prediction

e  Workforce planning

i. Healthcare & Life Sciences

e Disease prediction

e Drug discovery

e Patient risk scoring

e  Clinical trial analysis
j. Finance

e  Credit scoring
e Loan default prediction
o Portfolio optimization

4. Key Challenges in Real-World Al
Even experienced data scientists face these hurdles:
Data Quality and Availability
e Missing or inconsistent records
e Poorly documented data
e Data spread across silos
Business Buy-In
e Resistance from stakeholders
e Lack of understanding of Al capabilities
e Unrealistic expectations
Regulatory and Ethical Risks
e GDPR, HIPAA, or other privacy laws
e Bias and fairness concerns
e Need for explainability
Deployment Complexity
e  System integration
e Low latency requirements
e Versioning and reproducibility

Model Drift

e Data changes over time
e  Seasonal patterns shift
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e  Customer behavior evolves

5. Examples across Industries

Let’s look at some real-world scenarios:
Retail

Problem: Reduce product returns.
Al Solution:

o  Predict likelihood of return for each order.
o Flag high-risk orders for manual review.
e Reduce operational costs.

Logistics

Problem: Optimize delivery routes.
Al Solution:

e Use ML for predicting delivery times.
e  Optimize vehicle routing to minimize fuel costs.
e Improve customer satisfaction with accurate ETAS.

Banking

Problem: Fraud detection.
Al Solution:

e Train real-time models on transaction patterns.
e  Detect unusual behavior.
e Block suspicious transactions instantly.

Manufacturing

Problem: Equipment downtime.
Al Solution:

e  Analyze sensor data.
e Predict machine failures before they happen.
e Schedule maintenance proactively.

Healthcare

Problem: Patient readmission risk.
Al Solution:

e  Predict which patients are at high risk of readmission.

o Enable interventions to improve patient outcomes.

6. Best Practices for Success

o  Start with a well-defined business problem.
o Involve stakeholders early.
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Keep solutions simple initially; avoid over-engineering.
Document every assumption.

Communicate results in business terms, not just technical metrics.
Focus on deployment from day one.

Build monitoring systems for post-deployment tracking.

Final Thoughts
Solving real industry problems with Al is not just about building a model. It’s about:

Understanding business context.
Handling messy real-world data.
Deploying models reliably into production.
Measuring real business impact.

A successful Al professional learns to bridge the gap between:
e Mathematical models
e Engineering systems
e Business value

That’s what makes real industry problem solving with Al both challenging — and incredibly rewarding!
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Month- 12

Final Major Project (Industry-Level)

Project Title

Al-Driven Retail Demand Forecasting & Inventory Optimization System

Project Overview

Retailers often suffer massive losses due to overstocking, stockouts, and poor demand forecasting. This project develops an Al-
powered forecasting and inventory optimization system to predict product demand accurately and recommend optimal stock
levels.

Problem Statement

o Retailers face:
o Excess inventory — increased storage costs
o Stockouts — lost sales and poor customer experience
e Traditional forecasting models (like ARIMA) often fail with:
o Seasonality
o Promotions
o External factors (e.g. holidays, weather)

— The goal is to build an ML pipeline that:

e  Predicts product-level daily/weekly sales
e  Optimizes inventory levels
e Provides actionable insights to reduce costs and improve customer satisfaction

Industry Relevance

e Highly relevant in FMCG, e-commerce, and retail chains
e Industry leaders (Amazon, Walmart) rely heavily on Al for inventory
e Real financial impact:

o 5-10% reduction in inventory costs

o 2-3% increase in revenue from avoided stockouts

Core Objectives

[ Build acarate ML models to forecast sales

[J Incorporate external factors (holidays, promotions, weather, etc.)
[1 Create dashboards for business users

[1 Simulate inventory policies based on forecasts

[J Demonstrate cost savings or KPIs

Dataset
Possible Data Sources

e Retail sales datasets:
o Kaggle: Favorita Grocery Sales
o Kaggle: Rossmann Store Sales
o UCI Online Retail dataset

e  Weather APIs (OpenWeather, etc.)
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e Holiday calendars
e Promotional calendars (synthetic or real)

Features to Consider

Store-level, item-level sales history

Day of week, month, holiday flags
Promotions & discounts

Competitor pricing (if data available)
Weather conditions (temperature, rain)
Economic indicators (GDP trends, inflation)

ML Approach

Data Preprocessing
e Handle missing data

Time series decomposition

Feature engineering:

o Lag features

o Rolling means

o Promotional flags
o Holiday proximity

e  Qutlier removal

Model Candidates

LightGBM / XGBoost
Facebook Prophet
Temporal Fusion Transformer (for advanced deep learning)
LSTM/GRU
Hybrid models:
o ML + Statistical models (ARIMA + XGBoost)

Model Evaluation Metrics

RMSE / MAPE / SMAPE
Inventory cost simulations
Service level metrics (stockouts prevented)

Inventory Optimization

e Economic Order Quantity (EOQ)
e  Safety Stock Calculation
e Replenishment frequency optimization
e Simulations:
o  What if sales spike?
o What if promotions run longer?
e KbPIs:
o Inventory turnover ratio
o Cost savings

Visualization & Dashboard

e Interactive dashboard in:

o Streamlit
o Power BI
o Tableau
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e Charts:
o Forecast vs. actual sales
o Inventory recommendations
o Cost-saving simulations
e  User-friendly filters:
o Product selection
o Store selection
o Time periods

Advanced Extensions (Optional)

[0 Causal Impact Analysis
— Measure promotions’ true effect on sales

[0 Explainable Al (XAl)
— SHAP plots to explain predictions to business stakeholders

[ Scenario Planning
— Simulate inventory needs under different macroeconomic conditions

Deliverables

[1 Jupyter notebooks or Python scripts
[ Trained ML models

[] Dashboard application

[1 Documentation:

Problem statement

Data dictionary

Modeling steps

Results & business impact analysis

[1 Project report / presentation slides

Skills Demonstrated

Data cleaning & feature engineering
Time series modeling

Machine learning pipelines

Inventory optimization principles
Business storytelling & visualization
Using Al to solve real business problems

Potential Project Titles

e “Demand Forecasting and Inventory Optimization Using Machine Learning”
o  “Al-Powered Retail Planning for Cost Reduction”
e  “Forecasting Retail Sales with Temporal Models and External Data”
e “Smart Inventory Management System Using AI”
Timeline
Week | Tasks

Define problem scope, collect data

Data cleaning, EDA

Build initial ML models

1
2
3 Feature engineering
4
5

Model evaluation, hyperparameter tuning
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6 Inventory optimization logic

7 Build dashboards

8 Documentation, presentation prep
Industry Value

A fully working prototype of this project can:

e  Save real money for retailers
e Be demonstrated to potential employers or clients
e Be deployed into production for business use

Alternative Domains:
Not interested in retail? You can adapt a similar industry-level project idea for:

Healthcare (predict hospital readmissions)
Finance (fraud detection)

Manufacturing (predictive maintenance)
Agriculture (crop yield forecasting)
Energy (load forecasting)

Code templates for your Al-Based Retail Demand Forecasting & Inventory Optimization final project

Below are step-by-step Python code snippets you can use as building blocks to implement your industry-level project-

1. Import Libraries

# Basic Libraries

import numpy as np

import pandas as pd

import matplotlib.pyplot as plt
import seaborn as sns

# Machine Learning Models
from sklearn.model selection import train test split, TimeSeriesSplit, GridSearchCV
from sklearn.metrics import mean squared error, mean absolute error

import lightgbm as lgb

# Time Series Libraries
import statsmodels.api as sm

# Visualizations
import plotly.express as px
import plotly.graph objects as go

# Explainability

import shap

2.Load Data
# Load CSV (e.g., Favorita dataset)
data = pd.read csv("train.csv")

print (data.shape)
print (data.head())
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3. Initial Data Exploration
# Check for missing values
print (data.isnull () .sum())

# Check data types
print (data.dtypes)

# Unique value counts
print (data.nunique())

4. Convert to Time Series

# Convert date to datetime
data['date'] = pd.to _datetime(data['date'])

# Sort
data = data.sort values(by=['store nbr', 'item nbr', 'date'])

# Plot a sample product
sample product = data[(data['store nbr'] == 1) & (data['item nbr'] == 103665)]

plt.figure(figsize=(12,5))

plt.plot (sample product['date'], sample product['unit sales'])
plt.title("Sample Product Sales Over Time")

plt.show ()

5. Feature Engineering

Lag Features

# Example: Lag of 7 days
data['sales lag 7'] = data.groupby(['store nbr', 'item nbr']) ['unit sales'].shift (7)

# Rolling Mean
data['rolling mean 14'] = data.groupby(['store nbr',

'item nbr']) ['unit sales'].shift(1l).rolling(14) .mean()

# Day, Month, Weekday

datal['day'] = datal['date'].dt.day
data['month'] = data['date'].dt.month
data['weekday'] = data['date'].dt.weekday

# Holiday Flag (if you have holiday dates)
# datal['is holiday'] = np.where(data['date'].isin(holiday dates), 1, 0)

6. Train-Test Split

# Let's assume last 3 months as test
train = datal[data['date'] < '2017-07-01"]
test = dataldata['date'] >= '2017-07-01"]

X train = train.drop(['unit sales', 'date'], axis=1l)
y _train = train['unit sales']

X test = test.drop(['unit sales', 'date'], axis=1)
y _test = test['unit sales']

print (X train.shape, X test.shape)
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7. Train LightGBM Model
# Simple LightGBM model
model = lgb.LGBMRegressor (n_estimators=100, learning rate=0.1)

model.fit (X train, y train)

# Predictions
y_pred = model.predict (X test)

# Evaluation
rmse = np.sqrt(mean squared error(y test, y pred))
mae = mean_absolute error(y test, y pred)

print ("RMSE:", rmse)
print ("MAE:", mae)

8. Plot Feature Importance

feat importances = pd.Series(model.feature importances , index=X train.columns)
feat importances.nlargest (10).plot (kind="barh')

plt.show()

9. Explainability with SHAP

# SHAP Explanation

explainer = shap.TreeExplainer (model)

shap values = explainer.shap values (X test)

shap.summary plot (shap values, X test)

10. Inventory Optimization (EOQ Calculation)
Economic Order Quantity (EOQ) formula:

EﬂDQ::\/2><I)x:S

H
Where:
* D = Annual demand
» S = Ordering cost per order
* H = Holding cost per unit per year
def calculate eog(demand per year, ordering cost, holding cost):

eoq = np.sqrt((2 * demand per year * ordering cost) / holding cost)
return eoq

# Example
demand per year = 5000
ordering cost = 100
holding cost = 2

eog = calculate eog(demand per year, ordering cost, holding cost)
print ("EOQ Units:", eoq)

11. Interactive Dashboard (Streamlit Example)
# Save this as app.py

import streamlit as st
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st.title("Retail Sales Forecasting Dashboard")

store = st.selectbox("Select Store:", data['store nbr'].unique())
item = st.selectbox("Select Item:", data['item nbr'].unique())

filtered data = data[ (data['store nbr'] == store) & (data['item nbr'] == item)]
st.line chart (filtered data.set index('date') ['unit sales'])
Run the app:

streamlit run app.py

12. Cost Simulation

Simulate stockout or overstock cost calculations:

#

Suppose predicted sales vs. current inventory

predicted sales = 100
current inventory = 80
stockout cost per unit = 5
holding cost per unit = 2

if predicted sales > current inventory:

stockout gty = predicted sales - current inventory
cost = stockout gty * stockout cost per unit
print ("Potential Stockout Cost:", cost)

else:

excess gty = current inventory - predicted sales
cost = excess gty * holding cost per unit
print ("Potential Holding Cost:", cost)

13. Save and Load Model
import joblib

#

Save

joblib.dump (model, 'lgbm model.pkl')

#

Load

loaded model = joblib.load('lgbm model.pkl")

Tips

Ooooood

Always experiment with different models (LSTM, Prophet, etc.)
Sart small — build larger solutions

Focus on explainability

Keep business KPIs in mind

Build strong visualizations

Write proper documentation
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Complete Python Project

Below is a complete, simplified industry-level example for your Al-Based Retail Demand Forecasting & Inventory
Optimization project.

This script covers:

Data loading

Feature engineering

Model training with LightGBM
Forecasting

Inventory optimization (EOQ)
Basic plotting

Model saving/loading

Oooooogog

Of course, in real life you’d refine it further (e.g. more hyperparameter tuning, error handling, pipeline structure, etc.). But this is a
solid end-to-end “industry-grade prototype” in a single file.-

Save this as e.g. retail forecasting.py

S
# AI-Based Retail Demand Forecasting & Inventory Optimization

S
# === 1. Import Libraries ===

import numpy as np

import pandas as pd

import matplotlib.pyplot as plt

import seaborn as sns

import lightgbm as 1lgb
from sklearn.metrics import mean squared error, mean absolute error

import joblib

FHEF AR R
# === 2. Load Data ===

print ("Loading data...")

# Replace with your actual data path
DATA PATH = "train.csv"

data = pd.read csv (DATA PATH)
print ("Shape of dataset:", data.shape)
print (data.head())

FHEHH AR H AR A R
# === 3. Data Preparation ===

print ("\nData preparation...")

# Convert date
data['date'] = pd.to datetime(data['date'])

# Sort
data = data.sort values(by=['store nbr', 'item nbr', 'date'])

# Example filtering: drop negative sales

Visit us at: www.sarvaindia.com Certified/Licensed by Govt. of India & 1SO 9001:2015 Do Not Copy, Edit & Print without Authorization/Permission ©2024 to present @SITED



SARVA EDUCATION (SITED) (Running- An I.T & Skill Advancement Training Programme) -210-
data = data[data['unit sales'] >= 0]

AR AR R R R R R R R R R R R R

# === 4. Feature Engineering ===
print ("\nFeature engineering...")

# Lag features
data['sales lag 7'] = data.groupby(['store nbr', 'item nbr']) ['unit sales'].shift(7)
data['rolling mean 14'] = (

data.groupby (['store nbr', 'item nbr'])['unit sales']

.shift (1)

.rolling(14)

.mean ()

)

# Date features

data['day'] = data['date'].dt.day
data['month'] = data['date'].dt.month
data['weekday'] = data['date'].dt.weekday

# Drop rows with NaNs after lag features
data = data.dropna/()

S
# === 5. Train/Test Split ===

print ("\nSplitting data...")

# Let's use last 3 months as test

train = data[data['date'] < '2017-07-01"]
test = data[data['date'] >= '2017-07-01"]

X train = train.drop(['unit sales', 'date'], axis=1)
y_train = train['unit sales']

X test = test.drop(['unit sales', 'date'], axis=1)
y _test = test['unit sales']

print ("Training samples:", X train.shape)
print ("Testing samples:", X test.shape)

S i
# === 6. Train LightGBM Model ===

print ("\nTraining LightGBM...")
model = lgb.LGBMRegressor (
n_estimators=100,
learning rate=0.1,
num leaves=31
)

model.fit (X train, y train)

FHEH A AR AR AR A A A R R
# === 7. Forecasting ===

print ("\nForecasting...")
y _pred = model.predict (X test)

rmse = np.sqrt(mean squared error (y test, y pred))
mae = mean absolute error(y test, y pred)
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print ("RMSE on test set:", rmse)
print ("MAE on test set:", mae)

AR R R R R R R R R R R R

# === 8. Plot Predictions ===
print ("\nPlotting predictions...")

# Plot true vs predicted for one item/store pair
store =1
item = 103665

sample test = test]
(test['store nbr'] == store) &
(test['item nbr'] == item)

]
sample pred = model.predict (sample test.drop(['unit sales', 'date'], axis=l1))

plt.figure(figsize=(12,5))

plt.plot (sample test['date'], sample test['unit sales'], label='Actual Sales')
plt.plot (sample test['date'], sample pred, label='Predicted Sales')
plt.legend()

plt.title(f"Store {store} - Item {item}")

plt.show ()

FHE A
# === 9. Feature Importance ===

print ("\nFeature importance...")

feat importances = pd.Series(model.feature importances , index=X train.columns)
feat importances.nlargest (10) .plot (kind='barh')

plt.title("Top 10 Features")

plt.show ()

FHEHHH A A H A A AR R
# === 10. Inventory Optimization - EOQ Calculation ===

print ("\nInventory Optimization:")

# Example parameters:

demand per year = 5000 # Annual forecasted demand
ordering cost = 100 # Cost per order
holding cost = 2 # Annual holding cost per unit

def calculate eog(D, S, H):
eoqg = np.sqgrt((2 * D * S) / H)
return eoq
eog = calculate eog(demand per year, ordering cost, holding cost)

print (f"Recommended EOQ units: {eoqg:.2f}")

EE I T
# === 11. Save Model ===

print ("\nSaving model...")
joblib.dump (model, "lgbm model.pkl")

print ("Model saved as lgbm model.pkl")
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izt s st E s R R R Rk
# === 12. Load Model & Predict ===

print ("\nLoading model for prediction...")
loaded model = joblib.load("lgbm model.pkl")

# Predict on first few test rows as demo
demo pred = loaded model.predict (X test.head())

print ("Demo prediction on first rows:", demo pred)

SR
print ("\nAll steps completed successfully!")

How to Run This Project
1. Save as:

retail forecasting.py
2. Install missing libraries if needed:

pip install pandas numpy scikit-learn lightgbm matplotlib seaborn joblib
3. Runit:

python retail forecasting.py

Final Project Documentation

1. Project Overview
Title: Al-Based Retail Demand Forecasting & Inventory Optimization

e Objective: Predict daily sales for retail items to optimize inventory and reduce stockouts/overstock.
e Use Case:

o Minimize working capital tied up in excess inventory.

o Improve service levels and customer satisfaction.
e Key Deliverables:

o Trained ML model for demand forecasting.

o Inventory optimization tool (EOQ calculator).

o Visualization dashboards for insights.

2. Business Problem Statement
Retailers often face:

e  Stockouts — Lost sales and unhappy customers.
e  Overstock — Higher holding costs, wastage (especially for perishable goods).
e Inaccurate manual forecasting — Inefficiencies and revenue loss.

Goal: Leverage Al to forecast demand accurately and drive data-backed inventory decisions.
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3. Data Description
Source

e Historic sales data:

o Columns: date, store nbr,item nbr,unit sales
e Optional additional data:

o Holidays, promotions

o Weather
o Oil prices
Size
e ~125 million rows (Kaggle’s Corporacion Favorita dataset).

4. Data Cleaning

e Converted date to datetime.
e Removed negative or null sales values.
e Aggregated daily sales for store-item combinations.

5. Feature Engineering

o Lag features (e.g. 7-day lag, rolling averages).
o Date-related features:

o Day of week

o Month

o Weekend flag
o External features:

o Promotions

o Holidays

6. Modeling
Model Chosen
o LightGBM Regressor
o [Faster than XGBoost for large data.
o Handles categorical features well.
o Robust to missing data.

Evaluation Metrics

e RMSE (Root Mean Squared Error)
e MAE (Mean Absolute Error)
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7. Results

Metric | Value

RMSE | e.g.3.2

MAE e.g. 2.5

e  Model captures seasonality and promotions effectively.
¢ Significant reduction in forecast error vs. naive average.

8. Inventory Optimization

Implemented Economic Order Quantity (EOQ):

e D = Annual demand forecast
e S =0rdering cost per order

e H =Holding cost per unit per year

9, Visualization

e Line charts of predicted vs actual sales.

e Feature importance plots.

e Inventory recommendation reports.

10. Deployment Plan

e  API for model predictions.

e Scheduled batch forecasts daily.
e Integrate with ERP systems for automatic inventory updates.

11. Risks & Mitigations

Risk

Mitigation

Sudden market shifts (e.g. pandemic)

Frequent model retraining.

Data quality issues

Automated data validation pipelines.

Model drift over time

Monitor error metrics, retrain quarterly.

12. Next Steps

Integrate additional external data (e.g. weather, events).
Try Deep Learning (e.g. LSTM).
e  Build a user-friendly web dashboard (e.g. Streamlit).
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Presentation Slide Deck (Industry Style)

Slide 1

Slide 2

Slide 3

Slide 4

Slide 5

Slide 6

Slide 7

Slide 8

- Title Slide

Project Title
Your Name
Date

- Problem Statement

“Retailers lose billions due to poor forecasting.”
Show a graph of stockouts vs. overstock costs.

- Business Objectives

Reduce forecast error.
Optimize inventory levels.
Improve customer satisfaction.

- Data Overview

Dataset size and structure.
Example table or chart.

- Data Preprocessing

Cleaning steps
Handling nulls, negatives

- Feature Engineering

List lag features
Date features
Graph of rolling averages

- Model Selection

Why LightGBM?
Alternatives considered.

- Model Results

RMSE, MAE table.
Predicted vs. actual sales chart.

Slide 9 - Inventory Optimization

EOQ formula.
Example calculation.
Benefits of optimized inventory.
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Slide 10 - Visualizations

e Feature importance chart.
e  Forecast visualization.

Slide 11 - Deployment Plan

e API flow diagram.
e Integration with ERP systems.

Slide 12 - Challenges & Mitigation

e Risks table.

Slide 13 - Future Work

e LSTM, external data integration.
e Dashboards for business users.

Slide 14 - Conclusion

e Summarize business impact.
e  Quantify benefits if possible.

Slide 15 - Thank You

e Contact info.

How to Present

[1 Keep slides clean— less text, more visuals.

[1 Speak in business terms, not just technical jargon.
[ Quantify benefits wherever possible.

[ Be prepared to answer:

e How does your model improve business KPIs?
e What are limitations and future improvements?

This structure is industry-ready — perfect for presenting to business stakeholders, technical leads, or during interviews for data
science roles.

Viva Questions & Answers

1. What is your project about?

Answer:
My project is “Al-Based Retail Demand Forecasting and Inventory Optimization.” Its goal is to predict future product demand
accurately and optimize inventory levels to reduce stockouts and overstock situations in the retail sector.

2. How did you get the idea for this project?

Answer:
In the retail industry, inaccurate demand predictions often lead to losses due to overstocking or stockouts. | realized that Al could
help solve this problem, so | decided to work on this project.
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3. Which dataset did you use?

Answer:
| used the Corporacion Favorita dataset from Kaggle. It contains daily sales data, product and store details, and external factors
like holidays and promotions. The dataset has around 125 million records.

4. What steps did you follow in data preprocessing?

Answer:
e Converted the date column to datetime format
o Removed null values and negative sales entries
e Created new features like day-of-week, month, and rolling averages
e Handled outliers

5. What new features did you create?

Answer:

Lag features (e.g., 7-day lag)
Rolling averages
Promotions flag

Holidays flag

Day of week

Month

Weekend flag

6. Which model did you use and why?

Answer:
I used LightGBM Regressor because:

It’s very fast

It’s memory-efficient

It works well with large datasets

It handles categorical features effectively

7. How did you evaluate your model?

Answer:
I used RMSE (Root Mean Squared Error) and MAE (Mean Absolute Error). RMSE penalizes large errors more, making it a good
indicator for performance.

8. What were your model results?
Answer:

o RMSE was approximately 3.2
e MAE was around 2.5
The model performed significantly better than the baseline.

9. How did you implement inventory optimization?

Answer:
I used the Economic Order Quantity (EOQ) formula:

Visit us at: www.sarvaindia.com Certified/Licensed by Govt. of India & 1SO 9001:2015 Do Not Copy, Edit & Print without Authorization/Permission ©2024 to present @SITED



SARVA EDUCATION (SITED) (Running- An I.T & Skill Advancement Training Programme) -218 -

2DS
POQ=y "5

where:

e D =annual demand
e S =ordering cost per order
e H = annual holding cost per unit

This helps determine the optimal order quantity to minimize costs.

10. Which Python libraries did you use?

Answer:

Pandas
NumPy
Scikit-learn
LightGBM
Matplotlib
Seaborn

11. Did you create visualizations?

Answer:
Yes:

e Actual vs. Predicted plots
e Feature Importance graphs
e EOQ calculation charts
12. How will you deploy this project?
Answer:
e | will deploy the model as an API.
e It can generate daily predictions and integrate with ERP systems.

e | may use Streamlit or Flask to build a simple dashboard.

13. What challenges did you face during the project?

Answer:
e The dataset was huge, causing RAM issues.
e  Capturing the effects of holidays and promotions was complex.
e  Hyperparameter tuning was time-consuming.

14. What are the limitations of your project?

Answer:

e  Sudden market shifts (e.g., COVID) are hard to predict.
e External data sources are limited.
o Data quality may not always be reliable.
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15. What is the future scope of your project?
Answer:

o Explore Deep Learning models like LSTM or GRU.

o Integrate external data like weather or social media trends.

e Build a production-grade dashboard for business users.
16. What is the business impact of your project?
Answer:

e Reduces stockouts — increases sales
e  Minimizes overstock — reduces unnecessary costs
e  Accurate forecasting — better business decisions

17. What are the benefits of EOQ?

Answer:

-219-

EOQ helps determine the optimal number of units to order each time to:

e Reduce ordering and holding costs
e Minimize overall operational expenses

18. How did you decide which model to use?

Answer:

I tried models like Random Forest and Linear Regression initially. LightGBM gave the best balance between speed and

performance, so | selected it for the final model.
19. Which preprocessing techniques did you use?
Answer:

Handling missing values
Removing outliers

Generating lag features
Normalization wherever required

20. Did you consider data drift?

Answer:

Yes. | planned for quarterly retraining of the model to handle potential data drift over time.

Tips for Facing Viva

[0 Give short, clear answers.
[1 Avoid excessive jarga; keep it simple.
[J Provide examples and numbers wherever possible.

[J If you don’t know an answer, honestly say, “I’ll check and get back.”

[J Stay confident and maintain a smile.
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Guest Lecture Series Plan

1. Al in Retail and E-commerce

Suggested Speaker:

e Senior Data Scientist or ML Engineer from companies like Amazon, Walmart Labs, Flipkart, Shopify, etc.
Key Topics:

e Al use-cases in retail: demand forecasting, recommendation systems, price optimization

e Challenges in retail datasets (seasonality, trends, promotions)

o Integrating Al solutions into existing ERP systems
Learning Outcomes:

e Understand real-world applications of Al in retail

e Learn how big players handle large-scale data

e  Get practical tips for starting Al projects in retail

2. Feature Engineering for Time-Series Data

Suggested Speaker:

e Machine Learning Researcher or Kaggle Grandmaster
Key Topics:

e  Creating lag features and rolling statistics

e Handling seasonality and trends

e Feature selection techniques for time-series forecasting
Learning Outcomes:

e Develop strong time-series feature engineering skills

e Understand why certain features help models perform better

e Learn how to test feature importance in practice

3. Advanced Tree-Based Models: LightGBM & XGBoost

Suggested Speaker:

e Al Engineer specializing in structured/tabular data
Key Topics:

e How gradient boosting works

e  Hyperparameter tuning for LightGBM and XGBoost

e  Use-cases in tabular data competitions and industry projects
Learning Outcomes:

e Learn advanced tuning techniques for tree-based models

e Understand differences between popular libraries
e  Gain confidence in handling large datasets with boosting algorithms
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4. Demand Forecasting Models in Practice

Suggested Speaker:
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e Demand Planning Manager or Forecasting Analyst in a retail or supply chain company

Key Topics:

e  Statistical vs. machine learning forecasting
e Performance metrics in forecasting

e Challenges in aligning forecasts with inventory management

Learning Outcomes:
e Recognize business goals in demand forecasting
e  Know how forecasting results drive business decisions

e Learn practical considerations beyond just model accuracy

5. Data Visualization for Business Insights

Suggested Speaker:
e Data Visualization Specialist
Key Topics:
o Effective dashboards for business users
e Visual storytelling techniques
e Tools: Power BI, Tableau, Plotly, Streamlit
Learning Outcomes:
e Create visuals that communicate insights clearly
e Understand what stakeholders want from data visualization
e Learn best practices for impactful presentations
6. Data Science Deployment & MLOps
Suggested Speaker:
e  MLOps Engineer or Cloud Al Specialist
Key Topics:
e Taking models from notebook to production
e CI/CD pipelines for ML
e Monitoring drift and model retraining
Learning Outcomes:
Understand deployment lifecycle

Learn modern tools like Docker, FastAPI, MLFlow
o Be prepared for real-world production challenges
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7. Inventory Optimization Techniques

Suggested Speaker:
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e  Operations Research Scientist or Inventory Management Consultant

Key Topics:

e Economic Order Quantity (EOQ)

o  Safety stock calculations

e Integrating ML forecasts with inventory models
Learning Outcomes:

e  Know how inventory math works

e Learn how Al forecasting impacts inventory strategies

e Understand how to balance costs and service levels

8. Al Ethics & Fairness

Suggested Speaker:

e Al Policy Expert or Al Ethics Researcher
Key Topics:

e Biasin Al models

e Privacy and data regulations (GDPR, CCPA)

e Ethical considerations in predictive systems
Learning Outcomes:

e Recognize potential ethical issues in Al projects

e Learn mitigation strategies

e Understand regulatory requirements for Al deployment
9. Kaggle Competitions and Benchmarking
Suggested Speaker:

e Kaggle Grandmaster or Competition Winner

Key Topics:

e Strategies for competing on Kaggle
e Advanced ensembling methods
e Translating Kaggle skills to industry problems

Learning Outcomes:
Learn how to approach large competitions

Understand how to benchmark models properly
e  Get tips on feature engineering and model stacking
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10. Research Paper Reading & Writing for Al

Suggested Speaker:

e Academic Researcher or PhD Student in Al/ML
Key Topics:

e How to read technical research papers quickly

e Writing techniques for Al research papers

e Publishing in conferences like NeurIPS, ICML
Learning Outcomes:

e Build confidence in understanding Al research

e Learn how to structure papers for publication
e Get insights on research trends and career pathways

Structure of Guest Lectures

Duration: 45 — 60 minutes

Q&A Session: 10 — 15 minutes

Mode: Online (Zoom/WebEX) or in-person

Audience: Final-year students, professionals, Al enthusiasts

Benefits of Guest Lectures

v Exposure to real-world industry knowledge

v/ Networking opportunities with experts

v Learning from professionals’ practical experiences
v Bridges the gap between theory and practice

v Helps students identify potential career paths

Pro Tip: For an Al course, try to mix academic and industry speakers. Students benefit from both perspectives!
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Internships in Al / Data Science

Why Internships Matter

Real-world hands-on experience beyond classroom learning
Understand how theory connects to practical solutions
Learn to work in teams, projects, and corporate culture
Build a network of professional contacts

Boost your resume and employability

Often a pathway to full-time job offers

Types of Al Internships

1. Machine Learning Intern

o Model building (Regression, Classification, Clustering)

o Feature engineering
o Hyperparameter tuning
2. Data Science Intern
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o Data cleaning and EDA
o Visualization and reporting
o Business problem solving

3. NLP Intern
o Textanalytics
o Chatbots

o Language models (BERT, GPT)
4. Computer Vision Intern
o Image processing
o Object detection and recognition
o Video analytics
5. Data Engineering Intern
o ETL pipelines
o Data lakes and warehouses
o SQL, Big Data tools
6. Al Product Intern
o Work on integrating Al into products
o User experience considerations
o Rapid prototyping
7. MLOps Intern
o Model deployment
o Monitoring and scaling ML systems
o CI/CD pipelines for ML

SKkills You Should Have

Programming (Python, R, sometimes Java/C++)

ML libraries (scikit-learn, TensorFlow, PyTorch)

Data visualization (Matplotlib, Plotly, PowerBl, Tableau)
SQL

Git

Understanding of basic ML algorithms

Curiosity and problem-solving mindset

Good communication skills

Where to Find Internships

Company career pages (Google, Microsoft, Amazon, Flipkart, Infosys, TCS, etc.)
LinkedIn Jobs

AngelList (for startups)

Kaggle competitions (sometimes lead to internships)

College placement cells

Hackathons (e.g. Smart India Hackathon, global Al hackathons)

How to Apply

Prepare a strong resume
Build a GitHub portfolio showcasing your projects
Write a concise cover letter
Highlight:
o Technical skills
o Projects relevant to the company’s domain
o Your eagerness to learn
Practice interview questions:
o “Explain a project you worked on”
o “How would you handle missing data?”
o “Difference between L1 and L2 regularization?”
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During the Internship

Clarify your role and expectations early
Take initiative and ask questions
Document everything you do
Connect with team members and seniors
Try to contribute to meaningful code, not just research
Learn soft skills:
o Communication
o Time management
o Presentation skills

Deliverables of an Internship

Code contributions

Final project or presentation

Documentation or reports

New skills and learning reflections
Sometimes, publications (if research-oriented)

Post-Internship Steps

e Update your resume with:
o Projects
o Tools used
o Achievements
e Write a LinkedIn post about your experience
e  Stay connected with your mentors
e Apply learnings to your next projects

Common Mistakes to Avoid

[1 Waitingtoo long to start applying
[1 Apply early— big companies hire months in advance

[1 Only focusing on big brands
[1 Also look at startups for great learning

[ Going silent during the internship
[1 Keep communication open with your mentor

[1 Being afraid to ask questions
[J Curiosity is valued!

Sample Internship Project Ideas

Predict customer churn for a telecom company

Create a sentiment analysis model for social media posts
Forecast inventory demand for a retail chain

Build an image classifier for defect detection in manufacturing
Develop a recommendation engine for e-commerce

Useful Platforms

LinkedIn
Internshala
Kaggle
GitHub
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e AngelList
e  Upwork (for freelance internships)

Final Tip

An internship is not just a job — it’s your chance to explore the field, learn from real projects, and shape your career path.
Make the most of it!

Career Guidance in Al / Data Science

Why Choose a Career in Al?

e Booming field — Al is one of the fastest-growing industries globally.

e High demand for skilled people.

e  Works in every domain: healthcare, finance, retail, entertainment, etc.

e Good salaries and career growth.

e  Opportunity to solve real-world problems and create impact.
Popular Job Roles in Al

1. Machine Learning Engineer
o Build ML models.
o  Work with data pipelines.
o  Optimize algorithms for production.
2. Data Scientist
o Analyze large datasets.
o Find patterns and insights.
o Present findings to business stakeholders.
3. Data Analyst
o Prepare reports and dashboards.
o Perform statistical analysis.
o Help in business decision-making.
4. Computer Vision Engineer
o Work on images, videos, object detection, etc.
5. NLP Engineer
o Handle text, language models, chatbots, translation.
6. Al Product Manager
o Understand both Al and business side.
o Plan and manage Al products.
7. MLOps Engineer
o Deploy and monitor ML models in production.
o Work with cloud and DevOps tools.
8. Al Research Scientist
o Create new algorithms.
o Publish research papers.
o Work in advanced R&D.

SKkills Needed

> Technical Skills

Programming (Python preferred)

Libraries (scikit-learn, TensorFlow, PyTorch, Keras)

Statistics & Probability

SQL and Databases

Data visualization tools (Matplotlib, Seaborn, Tableau, Power BI)
Cloud platforms (AWS, Azure, GCP)
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> Soft Skills
e  Problem-solving mindset
e  Communication skills
e Teamwork and collaboration
e  Curiosity and willingness to learn

Career Roadmap for Beginners

Step 1: Basics

e Learn Python programming.
e Understand basic statistics and maths.
e  Start working on small datasets.

Step 2: Learn ML Concepts

e Learn supervised and unsupervised learning.
e  Study algorithms like linear regression, decision trees, clustering.
e Do projects to apply what you learn.

Step 3: Build Projects

e  Choose datasets from Kaggle or UCI.
e  Solve real-life problems:
o Customer churn prediction
o  Sentiment analysis
o Sales forecasting

Step 4: Create Portfolio

e Upload projects on GitHub.

e Make a good resume highlighting:
o Projects
o Skills
o Tools used

Step 5: Internships

e Apply for internships to gain industry experience.
e Even startups provide great learning opportunities.

Step 6: Advanced Learning

Deep learning

NLP

Computer Vision

Big data tools (Spark, Hadoop)

Step 7: Job Applications

e Use LinkedIn, Naukri, Indeed, etc.
o  Prepare for interviews:

o Coding rounds

o ML concepts

o Project discussions
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Certifications and Courses
Not compulsory, but can help:

Coursera (Andrew Ng’s ML, Deep Learning Specialization)
DataCamp

Udacity Nanodegree

Google Cloud Al Certifications

Microsoft Al Certifications

How to Stay Updated?

Follow Al influencers on LinkedIn, Twitter.
Read research papers on arXiv.
Watch YouTube channels like:
o StatQuest
o  Krish Naik
o CodeBasics
Join communities:
o Reddit Machine Learning
o Kaggle discussions
o Discord servers
Attend conferences:

o NeurlPS
o ICML
o CVPR

Common Mistakes to Avoid

[1 Trying to learn everything at once.
[ Focus on fundamentals first.

[1 Ignoring maths/stats basics.
[1 ML needs understanding of statistics.

[1 Not doing projects.
[1 Projects show practical skills.

[ Only watching videos, no practice.
[1 Code what you learn.

[1 Fear of applying for jobs.
[1 Start applying even if you’re not perfect.

High-Demand Industries for Al Careers

Healthcare — disease prediction, medical imaging
Finance — fraud detection, risk analysis

Retail — recommendation systems, demand forecasting
Manufacturing — defect detection, predictive maintenance
Entertainment — video analysis, personalization
Autonomous vehicles

Cybersecurity

Salary Trends

Note: Salaries vary widely based on country, experience, and company.
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e  Freshers — $50,000 to $80,000/year (INR 4-12 LPA in India)
e  3-5years — $90,000 to $140,000/year
e Senior/Lead roles — $150,000+ and beyond

Final Tips

Learn continuously— Al evolves fast.
Practice coding daily.

Do at least 23 solid projects.

Build a professional network.

Don’t fear mistakes— learn from them!
Be patient; success takes time.

I

Conclusion

A career in Al and data science is exciting, full of growth, and has the power to change the world. Start small, stay consistent, and
step into one of the most promising careers of the modern era!
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