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ACAIS- (12 Months)
Paper- 1

Deep Learning, Transformers & Advanced NLP
Time: 50 Minutes                                                                                    Min. Marks 35, Max. Marks100
	Q.No.
	Questions
	Answers

True/False (T/F)
	Marks Obtained
	Max.

Marks

	1
	Transformers have completely replaced RNNs in all NLP tasks.
	
	
	2

	2
	The Attention mechanism helps the model focus on relevant input parts.
	
	
	2

	3
	GPT-4 is a type of transformer-based language model.
	
	
	2

	4
	Positional encoding is essential in transformer models.
	
	
	2

	5
	BERT is primarily used for text generation tasks.
	
	
	2

	6
	Fine-tuning pre-trained language models improves task-specific accuracy.
	
	
	2

	7
	The encoder-decoder structure is used in translation models like T5.
	
	
	2

	8
	RoBERTa is a distilled version of BERT.
	
	
	2

	9
	Tokenization is not necessary for transformer models.
	
	
	2

	10
	Hugging Face provides pre-trained NLP models for deployment.
	
	
	2

	11
	Sequence-to-sequence models are not used in chatbots.
	
	
	2

	12
	Named Entity Recognition is a key part of Information Extraction.
	
	
	2

	13
	In NLP, stemming reduces words to their root form.
	
	
	2

	14
	Lemmatization considers context when reducing words.
	
	
	2

	15
	Transformers cannot be used for time-series forecasting.
	
	
	2

	16
	XLNet and ALBERT are advanced transformer variants.
	
	
	2

	17
	Word2Vec uses the attention mechanism.
	
	
	2

	18
	AI in NLP can detect fake news and misinformation.
	
	
	2

	19
	Zero-shot learning allows NLP models to generalize without training.
	
	
	2

	20
	AI cannot translate low-resource languages accurately.
	
	
	2

	21
	NLP transformers require minimal compute power.
	
	
	2

	22
	Large Language Models can summarize legal documents.
	
	
	2

	23
	Speech-to-text applications use transformer architectures.
	
	
	2

	24
	Transformers cannot handle multilingual tasks.
	
	
	2

	25
	AI assistants like ChatGPT are based on large transformer models.
	
	
	2

	26
	Transformers cannot be fine-tuned for specific domains.
	
	
	2

	27
	NLP can power intelligent document processing in enterprises.
	
	
	2

	28
	Contextual embeddings are better than static word embeddings.
	
	
	2

	29
	Transformers cannot be used on tabular data.
	
	
	2

	30
	Transformers excel at capturing long-range dependencies in text.
	
	
	2

	31
	Transformers are not interpretable.
	
	
	2

	32
	NLP helps in building intelligent search engines.
	
	
	2

	33
	Attention scores can be visualized to interpret decisions.
	
	
	2

	34
	In transformer models, each token attends to all others.
	
	
	2

	35
	Pre-training and fine-tuning are phases in LLM development.
	
	
	2

	36
	AI-generated content detection is not possible using NLP.
	
	
	2

	37
	Semantic search enhances traditional keyword-based search.
	
	
	2

	38
	Sentiment analysis is a binary classification problem.
	
	
	2

	39
	Transformers are used in summarization and Q&A systems.
	
	
	2

	40
	Longformer is optimized for very short documents.
	
	
	2

	41
	Transformers can handle both images and text using multimodal models.
	
	
	2

	42
	Transformers work well with small datasets without fine-tuning.
	
	
	2

	43
	Token classification is used in NER and POS tagging.
	
	
	2

	44
	Transformers ignore word order in text.
	
	
	2

	45
	Vision Transformers (ViT) use patch embeddings for images.
	
	
	2

	46
	Transformers are only applicable to NLP problems.
	
	
	2

	47
	DistilBERT is a smaller, faster version of BERT.
	
	
	2

	48
	Transformers cannot perform zero-shot text classification.
	
	
	2

	49
	Document classification can be improved with transformer embeddings.
	
	
	2

	50
	Transformers have improved multilingual translation capabilities.
	
	
	2

	
	Total Marks Obtained
	
	100


ACAIS- (12 Months)
Paper- 2

AI in Real-time Systems, Robotics, MLOps & Deployment 
Time: 50 Minutes                                                                     Min. Marks 35, Max. Marks100
	Q.No.
	Questions
	Answers

True/False (T/F)
	Marks Obtained
	Max.

Marks

	1
	Real-time AI requires low-latency data processing.
	
	
	2

	2
	Robotics uses AI for object recognition and path planning.
	
	
	2

	3
	ROS (Robot Operating System) is a hardware management tool.
	
	
	2

	4
	Simultaneous Localization and Mapping (SLAM) is used in autonomous robots.
	
	
	2

	5
	AI-based drones use CV and RL for navigation.
	
	
	2

	6
	Sensor fusion helps robots understand the environment better.
	
	
	2

	7
	LiDAR data is irrelevant in robotic AI.
	
	
	2

	8
	Real-time inference can be done on microcontrollers using TinyML.
	
	
	2

	9
	MLOps focuses only on model training.
	
	
	2

	10
	CI/CD pipelines are part of MLOps workflows.
	
	
	2

	11
	MLflow is used for experiment tracking and deployment.
	
	
	2

	12
	Kubernetes helps in scalable AI deployment.
	
	
	2

	13
	Docker ensures consistent environments for model execution.
	
	
	2

	14
	TensorFlow Lite enables deployment on edge devices.
	
	
	2

	15
	Model versioning is optional in production AI systems.
	
	
	2

	16
	A/B testing compares multiple AI models in production.
	
	
	2

	17
	Drift monitoring helps in understanding model accuracy over time.
	
	
	2

	18
	AI models never degrade after deployment.
	
	
	2

	19
	Real-time ML pipelines can be built using Kafka.
	
	
	2

	20
	Schedulers like Airflow manage batch jobs, not real-time jobs.
	
	
	2

	21
	Edge AI does not require cloud connection for inference.
	
	
	2

	22
	GPUs are required for all real-time AI systems.
	
	
	2

	23
	Model explainability is useful in robotics for safety.
	
	
	2

	24
	Streaming analytics is used in fraud detection systems.
	
	
	2

	25
	Real-time computer vision is used in autonomous vehicles.
	
	
	2

	26
	Continuous training is a part of advanced MLOps.
	
	
	2

	27
	Federated Learning helps in edge privacy.
	
	
	2

	28
	Real-time AI has no applications in smart cities.
	
	
	2

	29
	MLOps is essential in regulated industries like healthcare.
	
	
	2

	30
	Git is used for model monitoring.
	
	
	2

	31
	ONNX allows models to run across frameworks.
	
	
	2

	32
	Inference speed is not critical for production AI.
	
	
	2

	33
	Scaling AI workloads is easier with container orchestration.
	
	
	2

	34
	DevOps and MLOps share similar deployment practices.
	
	
	2

	35
	Auto-scaling is not supported in AI cloud deployment.
	
	
	2

	36
	Edge devices like Raspberry Pi can run deep learning models.
	
	
	2

	37
	TensorRT is used for optimizing inference performance.
	
	
	2

	38
	GPU memory optimization is not needed in deployment.
	
	
	2

	39
	AI can predict equipment failure in factories using real-time data.
	
	
	2

	40
	MLOps does not cover monitoring and retraining.
	
	
	2

	41
	Deployment logs help identify model issues.
	
	
	2

	42
	Kubernetes Secrets can manage AI model API keys securely.
	
	
	2

	43
	DVC (Data Version Control) tracks training data changes.
	
	
	2

	44
	Model packaging is done using containerization.
	
	
	2

	45
	Batch inference is faster than real-time inference.
	
	
	2

	46
	ML models can be hosted using REST or gRPC APIs.
	
	
	2

	47
	AI in drones helps with autonomous flight and image capture.
	
	
	2

	48
	Streaming data cannot be processed using ML models.
	
	
	2

	49
	AutoML can be integrated into MLOps pipelines.
	
	
	2

	50
	ML deployment does not require monitoring tools.
	
	
	2

	
	Total Marks Obtained
	
	100


ACAIS- (12 Months)
Paper- 3
AI Ethics, Domain Applications, Security & Specializations 
Time: 50 Minutes                                                                     Min. Marks 35, Max. Marks100
	Q.No.
	Questions
	Answers

True/False (T/F)
	Marks Obtained
	Max.

Marks

	1
	AI ethics includes fairness, transparency, and accountability.
	
	
	2

	2
	Bias in training data can lead to unfair predictions.
	
	
	2

	3
	Black-box AI systems are always acceptable in medicine.
	
	
	2

	4
	Explainable AI is mandatory in regulated sectors.
	
	
	2

	5
	AI-based surveillance poses privacy risks.
	
	
	2

	6
	Adversarial attacks manipulate input data to fool AI models.
	
	
	2

	7
	AI governance ensures responsible use of AI technology.
	
	
	2

	8
	Responsible AI ignores the environmental impact of model training.
	
	
	2

	9
	GDPR impacts how AI uses personal data in the EU.
	
	
	2

	10
	AI systems must be transparent to earn user trust.
	
	
	2

	11
	AI in finance is used for fraud detection and algorithmic trading.
	
	
	2

	12
	AI cannot predict customer churn in telecom.
	
	
	2

	13
	Healthcare AI assists in diagnostics, drug discovery, and patient care.
	
	
	2

	14
	AI cannot process medical imaging data.
	
	
	2

	15
	Explainable AI helps doctors interpret predictions.
	
	
	2

	16
	AI in manufacturing helps with predictive maintenance.
	
	
	2

	17
	Agriculture uses AI for yield prediction and disease detection.
	
	
	2

	18
	AI cannot be applied in law or legal analytics.
	
	
	2

	19
	Cybersecurity AI helps detect anomalies in network traffic.
	
	
	2

	20
	Data poisoning is a security threat to AI systems.
	
	
	2

	21
	AI in education supports personalized learning.
	
	
	2

	22
	Plagiarism detection is not possible using AI.
	
	
	2

	23
	AI in HR helps in resume screening and candidate matching.
	
	
	2

	24
	Fake profile detection in social media is a use case of AI.
	
	
	2

	25
	AI ethics training is optional for developers.
	
	
	2

	26
	AI compliance includes legal, ethical, and regulatory aspects.
	
	
	2

	27
	Secure AI includes model encryption and safe data handling.
	
	
	2

	28
	AI audit trails are useful for compliance.
	
	
	2

	29
	Algorithmic bias can be measured and mitigated.
	
	
	2

	30
	Domain-specific AI systems need less training data.
	
	
	2

	31
	AI in retail is used for customer recommendations and demand forecasting.
	
	
	2

	32
	AI-generated content is always safe to publish.
	
	
	2

	33
	Fake news detection is a critical AI application in media.
	
	
	2

	34
	AI in energy helps optimize grid operations and reduce waste.
	
	
	2

	35
	Security threats to AI are only physical.
	
	
	2

	36
	AI in logistics improves route planning and delivery times.
	
	
	2

	37
	AI bias can result from under-represented groups in data.
	
	
	2

	38
	Explainability is less important in entertainment applications.
	
	
	2

	39
	Ethics in AI is only a theoretical concern.
	
	
	2

	40
	AI regulations vary by region and industry.
	
	
	2

	41
	Multimodal AI uses only one type of input.
	
	
	2

	42
	Security testing is part of AI deployment best practices.
	
	
	2

	43
	Legal frameworks are emerging for AI safety.
	
	
	2

	44
	Model hallucination is a known issue in generative AI.
	
	
	2

	45
	AI can create art, music, and synthetic media.
	
	
	2

	46
	Deepfakes pose ethical and legal challenges.
	
	
	2

	47
	Digital watermarking can identify AI-generated media.
	
	
	2

	48
	AI models can be tracked using model cards and documentation.
	
	
	2

	49
	Model explainability helps reduce compliance risks.
	
	
	2

	50
	Responsible AI practices are optional in the industry.
	
	
	2

	
	Total Marks Obtained
	
	100
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